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I. INTRODUCTION

Virtual Network Embedding is a procedure that maps virtual
nodes and links to physical resources belonging to a substrate
network. This procedure tends to increase the dependency
on certain physical resources, allowing an attacker to launch
DoS attacks on virtual networks by compromising nodes
and links of the underlying physical substrate. High capacity
physical links, in particular, are good targets since they may
be important for a large number of virtual networks.

Previous research tackled this problem by setting aside
additional resources as backup [1]–[3]. Although effective, this
strategy may be unaffordable since backup resources cannot
be used for new allocations, thus reducing the ability of the
network to take new requests.

This paper presents a virtual network embedding approach
which enables resilience to attacks and efficiency in resource
utilization1. The proposed approach is composed of two
complementary strategies: while a preventive strategy embeds
virtual links into multiple substrate paths, a reactive strategy
attempts to reallocate any capacity affected by a DoS attack.

II. PROPOSED APPROACH

The first strategy aims to provide resilience by embedding
each virtual link into a set of substrate paths such that: (i) all
capacity of links is distributed along the paths; and (ii) paths
of the same virtual link have little or no similarity. This is
achieved by splitting the capacity of virtual links into multiple
paths. If the strategy is successful virtual links will remain
operational – at a lower capacity – after disruptions.

The second strategy attempts to recover from disruptions by
using the spare capacity of the substrate network. Whenever a
physical link becomes inaccessible, a subset of the virtual links
will be either fully or partially compromised. If the virtual
link has no paths left, it means it was fully compromised.
Otherwise, one or more paths remain available, and any spare
bandwidth remaining on these paths can be used to restore the
capacity of the virtual link.

III. EVALUATION

Numerical experiments were performed with synthetically
generated workload, similarly to related work. The physical
network was composed of 50 nodes and around 200 links,
while the virtual networks varied in size. The arrival rate of
virtual networks followed a Poisson process with mean 7/100

1A full description of the proposed approach is available in [4]
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Figure 1. The use of backup resources Figure 2. Bandwidth loss on sce-
reduces long-term acceptance rate. narios with 1 to 10 paths per vir-

tual link.

rounds. Attacks followed a Poisson process with mean of
1/100 rounds and duration of 10 rounds.

The proposed approach is denoted as No-Bkp, while
backup-oriented schemes are denoted Bkp-X% (settings based
on related work). Figure 1 shows that the use of backups
decreases long-term acceptance rate. This difference tends to
grow larger as more resources are used as backup.

Figure 2 shows that the proposed approach prevents band-
width lost after disruption events. This loss is reduced by
incrementing the number of paths, stabilizing at approximately
15%. The observed non-linear behavior is due to the capacity
of the substrate network to provide disjoint end-to-end paths.

IV. CONCLUSION

This paper presented a novel approach for protecting virtual
networks against disruptions in the substrate. Unlike previous
work, our approach does not use backups. Rather, it employs
multiple path virtual link embedding and opportunistic recov-
ery to mitigate the impact of attacks. Results show that the
proposed approach provides resilience to virtual networks with
a higher long-term acceptance rate.
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