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Abstract— Slander attacks represent a significant ~ Providing nodes with a trust level is not only
danger to distributed reputation systems. M_aI|C|ous useful when nodes misbehave. In an ad hoc network
nodes may collude to lie about the reputation of a thare js no central entity responsible for configur-

particular neighbor and cause serious damage to the . . d iring the stati A d
overall trust evaluation system. This paper presents Ing, managing, and repairing tnhe stations. Accord-

and analyzes a trust model robust to slander attacks INg to the paradigm of autonomic networks, a node
in ad hoc networks. We provide nodes with a mecha- should be capable of self-learning, self-configuring,
nism to build a trust relationship with its neighbors. and self-managing by means of collecting local
The proposed model considers the recommendation of information and exchanging information with its

trustworthy neighbors and the previous experiences iahb Th it is i tant t icat
of the node itself. The interactions are limited to direct N€'@N0OTrS. us, 1t IS Important to communicate

neighbors in order to scale on mobile networks. The ©Only with trustworthy neighbors, because the ex-
results show the impact of slander attacks to our trust change of information with compromised nodes
model. We analyze how the main parameters affect can deteriorate the autonomy of ad hoc networks.
the trust evaluation process under a lying collusion However, trust systems may suffer from slander
attack. We show that our trust model tolerate almost . .
40% of liars. and collusion attacks. A slander attack consists of
sending false recommendations to injure the reputa-
|. INTRODUCTION tion of other nodes. Moreover, malicious nodes can
The main difference between a conventional netvork together to improve the effectiveness of the
work and an ad hoc network is the lack of in-attack. For instance, nodes could lie about a mis-
frastructure. For this reason, nodes accumulate thehaving node to try to cover its real nature. These
role of router, server, and client compelling them tattacks can reduce or even ruin the performance of
cooperate for the correct operation of the networla distributed trust system.
This peculiar characteristic hinders applications and Several papers propose trust models for ad hoc
protocols conceived for conventional networks tmetworks. Heet al. [1] propose an architecture for
perform efficiently in ad hoc networks. Thereforestimulating the collaboration based on the reputa-
new protocols specific for this type of network haveion of nodes. The system is based only on the local
been proposed and developed. Most of the protocafformation to evaluate the reputation of nodes. The
and applications for ad hoc networks considers thgpal is to detect and to punish nodes that do not
perfect cooperation among all nodes. It is assumegarticipate in the routing process.
that all nodes behave according to the application Pirzada and McDonald [2] propose another trust
and protocol specifications previously defined fomodel for ad hoc networks to compute the trust-
the network. Nevertheless, this assumption may berthiness of different routes. Nodes can use this
false, due to resource restrictions or malicious béaformation as an additional metric on routing algo-
havior. Consequently, the nodes may not behave athms. Although the authors present an interesting
expected causing the network to not work properiapproach, the model presents several disadvantages.
The assumption that nodes behave correctly c&or instance, it is currently restricted to Dynamic
lead to unforeseen pitfalls, such as a low networBource Routing (DSR) protocol. It also relies on
efficiency, a high resource consumption, and asing promiscuous mode ignoring the energy con-
higher vulnerability to attacks. Therefore, a mechastrains of mobile nodes. Finally, it requires each
nism that allows a node to infer the trustworthinessode to store information for all other nodes in the
of other nodes is necessary. network, which is clearly non-scalable.



Virendra et al. [3] present an trust-based archiinformation provided by the Learning layer and
tecture that allows nodes to make decisions on ethe information exchanged with direct neighbors.
tablishing cryptographic keys with other nodes anBoth layers can interact with all layers of the
forming groups of trust. Their trust self-evaluationTCP/IP model. In this paper, we focus on the Trust
is based on monitoring and a challenge-respontsyer and we assume an imperfect Learning layer
system. which only perceives part of the true behavior of

Theodorakopoulos and Baras [4], [5] analyze thether nodes. The perception parameter introduced
issue of evaluating the trust level as a generalization Section 11l is used for this purpose.
of the shortest-path algorithm in a directed graph,
where the edges correspond to the opinion that

a node has about other node. They consider that
nodes use just local information to establish their < 8936\“9’
opinions. The opinion of each node includes the >
trust level and a value that represents the precision Application
of the trust level. The main goal is to enable nodes
. . . . Transport
to indirectly construct trust relationships using ex-
clusively local information. Network
Sun et al. [6] have developed one framework Link
capable of measuring the trust level and propagat- Physical
ing it through the network. The goal is to secure
routing and to assist intrusion detection systems. Fig. 1. Trust model.

The framework also includes a defense mechanism
against malicious nodes. They use a probabilistic
model based on the uncertainty of a neighbor to
execute one specific action and considers only local In order to know how trustworthy a given neigh-
information. bor is, each node assigns a so-called trust level
We focus on providing nodes with a trust levefor each direct neighbor. We propose a continuous
for each direct neighbor, that is, neighbor within theepresentation for the trust level, ranging from 0
radio range. The goal is to make nodes capable wf 1 where 0 means the least reliable node and
gathering information to reason, learn, and make means the most reliable node. Similar to the
their own decisions. Different from most relatecconcept of human trust, the computation of the
works, our work improves scalability by restrict-trust level of a given neighbor is based on previ-
ing nodes to keep and exchange trust informatiosus experiences and also on the opinion of other
solely with direct neighbors. We also introduce th@eighbors about this specific neighbor. By previous
concept of relationship maturity. experiences, we mean that a node keeps track of the
We present a trust model based on the humagwood and bad actions taken by other neighbors. As a
concept of trust. We have showed the correctnessreisult, previous experiences allow a node to have a
our model in a single hop network [7]. In this paperpersonal “opinion” about each of its neighbors. The
we analyze the robustness of our model againkearning layer is the responsible for monitoring and
not only slander attacks but another lying collusiojudging other's neighbor actions. Neighbor nodes
attack. can further share their own opinions in order to
The paper is organized as follows. We present thgprove the trust level evaluation. The transmission
main aspects of our trust model in Section Il. Se®f a personal opinion about a specific notlés
tion 11l shows our simulation results. In Section Ivdefined as a recommendation. Neighbor nodes take
we present our conclusions. into account this recommendation while calculating
the local trust level for nodé. For that purpose,
we introduce the concept of relationship maturity,
The goal of the trust model is to provide nodesvhich is based on the age of the relationship
with a mechanism to evaluate the trust level of itbetween two nodes. This concept allows nodes to
direct neighbors. Our model can be divided in twgive more importance to recommendations sent by
distinct layers as shown is Figure 1. The Learninpng-term neighbors rather new neighbors. Nodes
layer is responsible for gathering and convertingiilling to consider the recommendation of other
information into knowledge. For instance, this layenodes use the proposed Recommendation Exchange
is responsible for monitoring the behavior of eacProtocol (REP) to keep the trust level of each
neighbor. The Trust layer then defines how to assessighbor up to date [7]. We assume the existence
the trust level of each neighbor using the knowledgef an authentication mechanism.

Il. TRUST MODEL



A. Trust level evaluation nodea has observed about nodeWe useX as a

When a node first meets a new neighbor, it mu&gndom variable with a normal distributiodV{ tp
assign an initial level of trust to this neighbor_represent the uncertainty of the recommendation. It
This first value depends on the network conditior£@" be expressed as
level of mobility, time, and place. Afterw_ards, the Xi(b) = N(T;(b), o:(b)). )
trust level evaluation process begins with a trust _ _ _
recommendation request and the monitoring of thEne recommendation of node about nodeb is
new neighbor. weighted byM;(b), Let M;(b) be defined as the

We define the trust level evaluation from noddnaturity of the relationship between nodesnd
a about nodeb as a sum of its own trust and theb, measured at node The relationship maturity is
contribution of other nodes, in the same way a8 measure of the time that two nodes have known

defined by Virendraet al. [3]. The fundamental €ach other. We use the relationship maturity to give

equation is more relevance to the nodes that know the evaluated
neighbor for a long time. Accordingly, we assume
Ta(d) = (1 — @)Qq(b) + aCy(b), (1) that the trust level of a more mature neighbor has

wherea permits choosing the most relevant factor"?‘lre""dy converged to a common value within the

The variableQ, (b) represents the capability of anetwork and therefore its opinion should be more

node to evaluate the trust level of their neighborrse'evant than the opinion of a new neighbor. It is

based on its own information and.,(b) is the important to notice that maturity is only considered
a

contribution of neighbors. In order to obtaip, (), Ee_tween tlhetr((e;ommenldal) (a;d thl(le node.tr:jat IS
we propose the following equation eing evaluatedj, namely, node, will never judge

the opinions from neighbors that it knows longer
Qaq(b) = BET + (1 — B)T,4(b), (2) more relevant.

i Malicious nodes might try to fake trust levels for

where Er represents the value obtained by thgeyeral reasons. In order to minimize this effect,

judgment of a neighbor actions, and the variable gach node must define a maximum  relationship
aIIows_ choosing which factor is the more releva%aturity value M, ..., which represents an upper
at a given moment. bound for the relationship maturity. This value is
based on the average time for which a node knows

. ) . its neighbors.
The set of recommendations is called contribu-

tion (C,(b) in Equation 1). Recommendation can [1l. RESULTS

be obtained by sending a Trust Request (TREQ) or |n ad hoc networks, nodes might perform several
by receiving a Trust Advertisement (TA) messaggctions, like sending packets, forwarding packets,
from other neighbors. TA messages are unsolicitgdsponding to routing messages, among others. The
recommendations. A node only sends a TA meset of performed actions define the node behavior.
sage when the recommendation about a particulgherefore, the Learning Layer monitors the neigh-
neighbor varies more than a certain threshold valuger actions trying to evaluate their behavior. In our
The contribution (U, (b)) is defined as the sum of home-made simulator, each node performs good
the recommendations from all nodés K, about actions and/or bad actions. Nodes perform actions
nodeb weighted by the trust level of nodeabout according to an exponential distributed variable.
nodes, as follows The kind of action that will be performed depends
Siexe, Tu(§)M;(b) X, (b) solely on the nature of the node.. A node With a
Ca(b) = 5 T TS M) (3) nature equals to 0.8 means that it performs eight
jeK, “a\J) 2ijeK, good actions out of ten.
The groupK, defines the nodes from which recom- The nature of a node ranges from 0 to 1. Most
mendations will be considered. It is a subset of thieustworthy nodes have nature equals to 1 while
neighbors of node comprising all nodes that sat-nodes untrustworthy have nature equals to 0. The
isfy certain conditions. The contribution considergature is used as a reference of the ideal global trust
not only the trust level of others but also the accuevel that a node should receive by its neighbors.
racy and the relationship maturity. The accuracy ole use it here as a metric to evaluate how close
a trust level is defined by the standard deviatiorthe measured global trust level of a node actually
similar to Theodorakopoulos and Baras [4]. Thegets from its nature.
value in the trust level table of node regarding  Another important characteristic introduced in
nodeb is associated to a standard deviatigy(b), our simulator is the perception of a node. The per-
which refers to the variations of the trust level thateption indicates the probability of noticing a cer-

B. Contribution computation




tain action. Therefore, a node with 0.6 of perceptionodes with 250 m transmission range, which are
is able of noticing 60% of all the actions performedandomly placed in a 150 it 150 m area. In this
by its neighbors. This parameter simulates an imparticular scenario, node 1 changes its nature from
teraction between the Learning Layer and the Tru6t9 to 0.2 at 200 units of time.

Layer, since the perception and the judgment of an

action is the responsibility of the Learning layer. 1 \ P, ¢ p—

It is worth to mention that noticing and judging i perc = 0.5

an action does not imply using promiscuous mode. 08 | \i% perc=08 -

We believe that a node should be able to decide_ k*&

whether it will use promiscuous mode or not baseds %8 | Y

on its own constrains and needs. Thus, nodes mighg o4 | *a,l‘\i\

decide not to use promiscuous mode at the expenseé }*\\

of having a lower perception. 5| i S
The term that considers the experiences of the

own node in Equation 2 is calculated using the last ol . .

i perceived actions. It implies the existence of a 100 200 300 400 500 600 700 800

minimum number of actiong that a node must time (units)

notice from each neighbor to be able of having an
opinion about them, based on its own experience.
This means that during the initial phase of first
contact, nodes use just the recommendations of itsFigure 2 presents the behavior change detection
neighbors to evaluate the trust level of the new onaccording to the perception of node 2. We can
Our main goal in this paper is to evaluate the trustotice that node 2 succeeds in all attempts to
system performance under slander and collusidemark a change in node 1 behavior. When a node
attacks in single-hop ad hoc networks. All resultbas a low perception means that it has trouble to
are presented with a confidence interval of 95%otice its neighbor actions. This is the reason why a
from a set of 100 replications. All figures presenkower perception can slow down the trust evaluation
the trust evaluation of node 2 about node 1. fprocess in the presence of behavior variations, as
means that node 2 is trying to assess the trust lewgé can see in Figure2.
of node 1. In another scenario, malicious nodes might try
We defined the first trust assignment equal to 01® cover the behavior variations of each other in
for every node. The first trust assignment is therder to keep a good reputation even though they
level of trust that a node assigns to a neighbohave a bad behavior. Figure 3 shows a scenario
without any previous knowledge. We also choswhere node 1 changes its nature from 0.9 to 0.2 and
o = 3 = perception = 0.5. These are the standardmalicious nodes lie about node 1 trying to convince
values for the simulations. For each specific confighe other nodes that node 1 still have a trust level
uration, the parameters that differ from its standarelquals to 0.9. Figure 3(a) reveals the effect of a
values are outlined. At last, in each configuratiorgollusion attack varying the percentage of malicious

Fig. 2. Identifying behavior changes.

all nodes have nature equal to 0.9. nodes patrticipating in the attack. We observe that
) ) malicious node can deteriorate the trust evaluation.
A. Changing behavior However, it shows that node 2 manages to identify

In [7], we show that nodes are capable of evahode 1 as a bad node, namely trust level less than
uating its neighbor nature using our trust modeD.5, if the percentage of malicious node is smaller
However, a node might change its behavior anghan 40%.
consequently its nature during its lifetime. The Afterwards, we propose a scenario similar to the
behavior variation of a node occurs due to severkdst one, but we fixed the percentage of malicious
reasons. For instance, a node may behave wabdes in 40%. In this scenario, we consider that
at first, but after being compromised it starts tmodes are capable of identifying a change in the
misbehave. Another possibility is a good node thdtehavior of all the malicious nodes after a certain
experiences some energy consumption problemmount of time. For instance, nodes can notice
Therefore, it is important for a trust model tothat a node is lying by comparing the recom-
provide nodes with the capability of identifyingmendations it receives with its own experience
such behavior variations as quick as possible. Thudring a period of time. If there is a significant
in the first set of simulations we analyze the trudiscrepancy it may classify the node as malicious,
evaluation of a node that changes its behaviemd consequently, it can degrade the trust level
during the simulation. The scenario consists of 206f the detected neighbor. The results show that
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Fig. 3. Nodes try to cover behavior changes. Figure 5(b) displays the impact of the perception

on the slander attack. The first remark is that the
perception does not impact on the trust level eval-

detecting liars can improve significantly the trust@tion under a slander attack. It can be explained
evaluation performance (curve “ident" Figure 3(b)pY the fact that the perception has influence only
in the presence of liars. An even better solutioff! the duration of the transient period and has no
is to detect and then to ignore completely thg_;‘nfluence on the Ievel_achleved after convergence,
recommendations of malicious nodes, as shown By the stationary period, as shown in [7]. The

curve "ident + ignore” in Figure 3(b). Ignoring ffansient period nodes are trying to approximate to
liars is a simple task. Node can simply ignore aiine expected vglue, while in the stationary period,
recommendations of neighbors with a trust levdl® trust level is almost stable, very close to the
under a certain threshold. We observe that ignorirfg""ect value. .

liars can neutralize a lying collusion attack. The We changed the perception of node 2 to 0.2 and

only damage is during the process of liar detectio?® Parameter alpha to 0.8 as a worst case scenario
for a slander attack. Figure 6 presents the results

B. Sander attack when malicious nodes begin to lie after 200 time
The slander attack consists of sending false reugnits so they already have a good reputation. We
ommendations to injure the reputation of a nodebserve that if node 2 detects the misbehavior of the
Malicious node can collude to improve the effect ofnalicious nodes and ignore their recommendations
the attack. In Figure 4, node 2 tries to evaluate thgurve "lying at 200 + ident.") there is no damage
trust level of node 1 (0.9). Malicious nodes sentb the trust evaluation process, except for the period
false recommendations saying that node 1 hasdaring which node 2 has not yet notice the liars.
trust level equals to 0.2. We vary the percentage dhis period depends solely on the capacity of the
liars to show that node 2 can succeed in identifyingode in detecting a lie.
node 1 as good node (Trust Level > 0.5) for a In Figure 7 we vary the duration of the detection
percentage of liars smaller than 40% as in the result liars. The results show that identifying liars is an
for nodes that lie to cover behavior variations. important task to avoid damage to the trust system.
Figure 5, presents the result for the variation oA fast liar detection mechanism can offer a robust
two important parameters in our model. First, wérust system against slander attacks. Another possi-
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bility to detect liars is to compare recommendation@
of all neighbors. Considering that the percentage o
malicious nodes is smaller than 50%, a node might
assume as a liar every node that keeps sendi@g

conflicting recommendations.

IV. CONCLUSION
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nodes, confining the interactions to direct neighbors
to better scale on mobile networks. We provide a

mechanism for nodes to evaluate the trustworthi-

ness of their neighbors. We analyze through simu-
lations the performance of the proposed model in

the presence of malicious nodes willing to deceive

other nodes by sending false recommendations. The
results show that our model tolerates almost 40%
of liars. We also show that the trust system can be
even more robust when nodes use a liar detection
mechanism. We analyze the impact of the main

parameters on the trust evaluation during a lying

collusion attack.
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