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Abstract—Network Function Virtualization allows the provisioning and composition of on-demand network function chains tailored to an application or a service. Repeatable compliance tests and performance comparison of network functions and the whole function chains are required for virtual network function manufacturers and telecommunication operators. In this paper, we propose and develop SFCPerf, a framework for an automatic performance evaluation of service function chaining. SFCPerf describes all experimental configuration as a single workflow and provides automatic: (i) environment creation and setup; (ii) network configuration; (iii) experimental data measurement; (iv) experiment execution and control; and (v) data preliminary analysis. Our framework provides repeatability for experimenting different network functions and virtualization infrastructures. To demonstrate SFCPerf functionality, we design and implement a prototype of a service function chain that complies with the Network Service Header (NSH). We show the results of an SFCPerf experiment that evaluates the performance of our prototype, composed of an intrusion detection system (IDS) and a firewall, running on top of the open platform for network function virtualization (OPNFV).

I. INTRODUCTION

Network function virtualization (NFV) is gaining notable prominence in telecommunications as it reduces hardware expenditures and network operational complexity. By deploying network services as software, NFV improves network flexibility combined with optimized resource allocation [1]. In this model, network functions, such as network address translation (NAT), firewall, intrusion detection systems, and load balancers, migrate from dedicated hardware middle-boxes to software functions on virtual machines. Therefore, network services can be extended and controlled in a centralized manner, dynamically migrated and deployed in the network, and tailored for each application. Concerning security features, the NFV flexibility allows to deploy new policies, to promote fast updates, to define security zones, to steer traffic and to isolate compromised network components [1]–[4]. Furthermore, service function chaining (SFC) is a key enabler to flexible traffic management of a service or application [5]. High latency or incorrect ordering of virtual network functions imply failure of packet handling policies, increase of vulnerabilities or occurrence of security incidents. Therefore, performing repeatable and comparable experimentations through an infrastructure-agnostic framework is essential to identify and avoid performance bottlenecks on NFV and SFC platforms, as well as to correctly define resources constraints [6].

In this paper, we propose SFCPerf, a framework for automating experimentation of service function chaining. The main goal of the framework is to provide repeatability to experimentation through the definition of a testing workflow. Thus, results obtained by the framework enable comparison to any other service function chain configuration, as the scenario and the probes are strictly defined by a workflow description file. SFCPerf automates environment creation and network configuration during the setup phase. Then, during the experimental phase, SFCPerf configures data measurement, performs data collection and controls the experiment. In the post-experiment phase, acquired data is pre-processed and sent to preliminary analysis. We develop and evaluate the performance of a security function chaining prototype, based on service function chaining, to demonstrate the functionality of our framework. The prototype is composed of two security network functions: an intrusion detection system based on machine learning techniques and stream processing; and an adjustable firewall with a RESTful interface. We build our prototype on top of the European Telecommunications Standards Institute (ETSI) NFV MANO architecture [7], and we analyze network function chaining in compliance with RFC 7665 [8], provided by the Internet Engineering Task Force (IETF). The prototype meets the specifications of Network Service Header (NSH) for the SFC encapsulation. Furthermore, we use SFCPerf to evaluate the performance of VNFs chaining over different topologies and the current development level of NSH to identify major bottlenecks. We adopt the Open Platform for Network Function Virtualization (OPNFV) as an NFV infrastructure for our evaluation experiments. Results show that chaining multiple functions incurs a throughput decrease and a linear end-to-end delay increase, which are independent of the deployed topology.

The remainder of this paper is organized as follows. Section II presents related work. Section III addresses the state-of-the-art of network function virtualization and service function chaining. Section IV exposes the SFCPerf framework and Section V describes implementation details. Section VI describes the prototype and the virtual security functions. Section VII discusses the performance evaluation. Section VIII concludes the paper.
II. RELATED WORK

Different network function virtualization architectures have been proposed with their own service function chaining approaches. Likewise, middle-box chaining can be performed by using software-defined networking techniques. FlowTags is an SFC proposal for middle-boxes that is capable of tagging headers and passing context information to the subsequent middle-box while enforcing traffic policies [9]. The SteER-ING proposal uses multiple tables, presented in the OpenFlow 1.0 standard, instead of adding tags [10]. It creates hierarchical forwarding rules while adding metadata to the packet handling on each step and defining the next hop in the chain.

Most proposals consider an infrastructure that combines software-defined networking with network function virtualization [11], [12]. The ESCAPE tool is built upon network function virtualization standardized by ETSI [11]. The key idea is to use ClickOS as the basis for the development of virtual network function prototypes [13]. On the other hand, Cloud4NFV presents an architecture for network function virtualization based on four planes: infrastructure, virtual infrastructure management, orchestration, and service [12]. Though ESCAPE and Cloud4NFV are closely related to ETSI architecture, they do not comply with the IETF service function chaining [8].

The NetBricks proposal develops network-function packet forwarding with zero copy [14]. Hence, the chaining of network functions uses shared memory with reference passing in the memory area. This proposal brings considerable gains in performance of virtual functions in terms of bandwidth and latency. Performance of virtual functions chaining is also evaluated analytically and is considered as a constraint for optimization problems, such as the placement of VNFs over the physical infrastructure. Lopez et al., in turn, argue that the location of virtual functions on the physical infrastructure follows a trade-off between accepting a larger number of VNFs and the delay of chaining on more distant physical nodes [15].

Emmerich et al. evaluate the performance of virtual switches during VNF chaining. They conclude that optimizations in core operating system configurations and dedicated CPU utilization for the network interfaces are essential to increase the performance of virtual switches [16]. Callegati et al. present a comparison of the performance of network virtualization and the main components of the OpenStack cloud operating system [17]. Bonafiglia et al. compare the performance of different network function virtualization technologies [18]. They consider configurations of virtual switches with and without data plane development kit (DPDK). The authors also compare the performance of network chaining performed in virtual machines versus containers. The results show the performance achieved by virtual machines is superior to the performance of containers when using switches with DPDK support and dedicated processing cores.

Although most works focus on evaluating performance of NFV and SFC on a given scenario, there is a need for solutions to evaluate performance of NFV use cases, regarding the interoperability problem of the early stage of NFV [19]. In this sense, DETER is a testbed proposal for network testing and monitoring that focuses on security experiments [20]. Similarly, RIO is an experimentation platform to emulate denial of service (DoS) attacks using NFV technology. The objective is to investigate DoS attack patterns and potential mitigation mechanisms. RIO also automates the configuration and setup of network elements and proposes a language to describe a given test scenario. Riggio et al. propose Scylla, a descriptive language to describe virtual network functions orchestration regardless the underlying infrastructure [21].

Unlike all aforementioned works, in this paper we propose SFCPerf, a framework for automating the experimentation of performance evaluation of service function chaining. The framework aims to be used to compare performance of service function chains composed of virtual network functions from different manufacturers and running on distinct NFV-SFC platforms.

III. VIRTUAL NETWORK FUNCTION CHAINING

A key aspect of service function chaining (SFC), also referred as network function chaining (NFC), is to extend the functionality of the network service by chaining specific functions into the network layer. Virtual network functions (VNF) are virtual machines that perform functions on the network layer to replace the numerous hardware-specific middle-boxes that currently exist, such as intrusion detection system, firewall, proxy etc.

The basic architecture of service function chaining, according to RFC 7665 [8], is shown in Figure 1. Considering a multi-service environment, a classifier is configured with specific rules to identify and specify the chain of VNFs that each service flow must traverse. The chain is defined by a logic sequence of VNFs called service function path (SFP). Hence, flows from different micro-services can simultaneously traverse the same VNF, but each coursing its own service function path. Virtual network functions may also be hosted on different physical nodes. Therefore, the service function forwarder (SFF) is a mandatory element in each network function virtualization infrastructure (NFVI) node to provide the virtual links to its guest VNFs.

In the SFC architecture, isolation between micro-service flows in the same VNF is performed through packet encapsulation. VNFs may be aware or unaware of the SFC encapsulation. VNFs that are unaware of encapsulation require a precedent element to decapsulate packets, called SFC Proxy, whereas SFC-aware VNFs need either a kernel module or a software switch compatible with the SFC encapsulation. The most consolidated proposal of encapsulation that meets the specification of SFC architecture is the network service header (NSH) [22]. NSH performs correct packet forwarding to the next VNF and isolation between micro-services flows thanks to two main fields, the service index (SI) and the service path identifier (SPI). The SI is an 8-bit index representing the relative position of the current VNF in the chain. The SPI is a 24-bit identifier associated to a specific service function
path described in a software switch. All forwarding decisions on packets tagged with NSH header are defined by rules in the software switch and pro-actively orchestrated by the SDN controller, without resulting in delay for the packet forwarding.

To demonstrate the functionalities of our proposed SFCPerf framework, we develop and evaluate a service function chain prototype, considering different scenarios. We use the open platform for network function virtualization (OPNFV) with an SDN and NFV hybrid architecture to implement service function chaining. The chaining is built upon rules in the software switch Open vSwitch, using the OpenFlow protocol. These rules are managed by the SDN OpenDaylight controller coupled with a VNF manager and orchestrator, named Tacker.

### IV. The Proposed SFCPerf Testing Framework

Different open source NFV platforms are currently being proposed, such as OPNFV [23], OpenMANO [24], ClickOS [13]. There are also other approaches for service function chaining, such as container-based chaining [25], Net-Bricks [14], Dysco [26], etc. We modularly design the SFCPerf framework to allow automated SFC testing, agnostic to the underlying NFV-SFC infrastructure. Our testing framework provides experiment repeatability for all scenarios, which is essential to compare different approaches for VNF. When testing different SFC infrastructure providers, we are able to perform exactly the same experiment over the different infrastructures and, thus, we assure repeatability required to compare the performance. The SFCPerf framework is illustrated in Figure 2 and comprises the following main components: control, management, driver, passive and active data collection, analysis, and visualization modules.

**Control module** is the main component of the architecture. It configures and coordinates the other SFCPerf modules. The central goals of the control module are to handle all configuration parameters setup and calibration knobs, to check the experiment health, and to deliver the testing results to user. The control module receives a unique document as input data containing a detailed JSON description of the experiment. The document contains all parameters necessary to perform an automated testing of a service function chain. The control module also assigns the correct driver regarding compatibility into different NFV infrastructures.

**Management module** governs the NFV-SFC platform and is responsible for orchestrating operations, such as instantiating and resizing VMs or VNFs. These operations are instructions to the management module of the NFV-SFC platform mediated by the driver module. The management module also manages sensing tools in the NFV-SFC platform by coordinating the passive data collection module. The main difference between management and control modules is that the former handles NFV-SFC related operations, while the latter controls the experiment workflow.

**Passive data collection module** senses physical and virtual resource usage when performing experimental evaluations of VNFs. The data include information from telemetry modules of the NFV platform, such as disk, processing and memory usage of virtual resources, and from a set of data gathering applications executed on top of VNFs, e.g., tpcdump, top, iotop, free, etc.

**Active data collection module** consists in a set of probe applications, such as iperf, ping and httpperf, that actively measures the network performance. The applications are hosted in the endpoint VMs and generate traffic that traverses the chain of VNFs. Thus, traffic is processed in the other termination to obtain the evaluation metric.

**Analysis module** performs operations over experimental data, such as data preprocessing, merging, correlating, and enriching. The module allows to combine multiple sources of data in a customized manner and also to enrich data with additional information, such as geo-tagging.

**Visualization module** provides a user-readable interface for data visualization. The module plots graphs and compares experimentation approaches. We conceive the visualization module with Kibana\(^1\), a third-party data visualization application which is a component of the Elastic stack. Kibana implements a web interface that allows the visualization of data and the design of new observation scenarios in a simple and fast way. Moreover, Kibana benefits from a high-performance execution of queries over large volumes of data to provide visualization with low-latency.

\(^1\)Available at https://www.elastic.co/products/kibana.
Driver module is an essential component to provide compatibility of the framework to any NFV-SFC infrastructure. It provides an RPC interface between framework modules and orchestration components of the NFVI. In our prototype, we use OPNFV as NFVI platform, thus, the driver sends requests directly to Openstack, OpenDaylight, and Tacker APIs. For OPNFV, we implement this communication via RESTful HTTP requests.

The execution of an experiment over SFCPerf is exemplified on the activity diagram, Figure 3. We highlight the relationship among modules and their functions. First, the framework user loads the workflow description file into the control module, which parses and interprets the test description and calls the appropriate functions on the management module. All modules deal with the SFC platform through the driver module, omitted from Figure 3 for the sake of simplicity. The control module also instantiates all data collection modules. The SFC platform hosts tools that monitor the resource usage and feed the passive data collection module. Moreover, active data collection takes place between source and destination of the SFC. Depending on the tested SFC platform, active data collection is implemented as active measuring tools instantiated in virtual machines, or on physical machines that behave as SFC endpoints. After the accomplishment of measures, the data collection modules report the gathered data to the management module. The management module also keeps a local data repository, which is implemented as a non-structured database (NoSQL) based on the open source Elasticsearch. The analysis module computes the final result and reports the final metrics to the control module. Finally, control module exports experimental results to the framework user and publishes it on the visualization module.

We define a JSON-based description language to represent the detailed configuration of an environment and the workflow of an arbitrary experiment. The workflow description file is shown in Figure 4 as a UML class diagram. The diagram represents the JSON structure of the parameters defined in the workflow description file. The parameters include information about endpoints, resource allocation, resource placement, VNF descriptors, VNF types, VNF chaining order, and the measurements to evaluate the SFC. The VNF descriptor parameter is the path to a VNF description file based on TOSCA standards and YAML language. Moreover, the parameters list is adaptable to comprise adjustable knobs of different VNFs.

V. THE SFCPerf FRAMEWORK IMPLEMENTATION

The SFCPerf framework is written in Python language and its source code is available at https://github.com/ijochem/SFCPerf. We conceive the framework as a modular object-oriented software project in which new features are achieved by adding new modules to the framework. Thus, the SFCPerf is built upon some basic parent classes that provides the API (Application Programming Interface) for any new module. The driver module, for instance, assures the infrastructure-agnostic property. We conceive this module as a translation module from the experiments provided by SFCPerf and the NFV platform. For each different platform, we develop a new driver module as an API between SFCPerf and the CLI (command line interface) of the new platform. The new driver module inherits the main functions from the parent driver module. In our prototype, we develop a driver for the Tacker VNF manager used in OPNFV. Moreover, automating the experimentation is achieved by implementing a workflow control mechanism, which follows the experimentation definition on a JSON file. The experiments are also implemented as separated independent modules which are imported and executed in run-time according to the parameters and the sequence in the JSON file. The automation also assures the repeatability property of the conducted experiments, since the JSON input file fully describes the topology and conditions necessary to orchestrate the SFC and obtain the desired metrics. Furthermore, performance comparison between different tests and scenarios are obtained through the execution of a new round of experiments while inputting the same JSON description file with slightly changes on the test or scenario configuration. It assures equality of the experiment
conditions as the workflow of the SFCPerf configures the new experimentation scenario and keeps the same experiment parameters. Thus, comparing the results of different SFC platform resides into running the same JSON file calling the correspondent driver module of the SFC platform. Repeatability property is achieved by a new execution of a experiment-definition JSON file. Besides, experiment reproducibility is achieved by providing a copy of the experiment-definition JSON file with all modules used during the experimentation. It is worth noting that visualization of the results is also handled by another module that is imported and executed in run-time. The default visualization module of the SFCPerf exports the experiment results to the ElasticSearch database and enables visualization through Kibana.

VI. THE TESTED SERVICE FUNCTION CHAINING PROTOTYPE

We develop a service function chaining prototype and evaluate it using SFCPerf framework. The prototype is a chain composed of two security functions, an intrusion detection system and a firewall. The former analyzes packets, generates alarms, and defines packet filtering rules, while the latter implements the rules, creating security perimeters on the network. Intelligent chaining of these virtual functions provides the flexibility to instantiate complex real-time security mechanisms at any point of the network. The key idea of the prototype is to associate the processing scalability provided by a streaming processing cloud, realized by Spark³, with the flexibility of security functions chaining, in order to enable a real-time response to malicious traffic. Figure 5 shows the architecture of our service function chaining prototype.

The main element of the architecture is the intrusion detection system that employs stream processing techniques to perform real-time traffic analysis. The packets are captured through traffic mirroring by the IDS module, which acts directly in the chain. These packets are abstracted into flows, which are defined as a sequence of packets with the same source IP, destination IP, source port, destination port, and transport protocol, during a time window. In total, 46 flow characteristics are extracted and published in a publish/subscribe message service of Apache Kafka [27]. This service operates as a filtering and data flow manipulation system at low latency, in which flow statistics are queued and, then, consumed by the classification module. The classification module, in turn, is instantiated in a dedicated cloud for classification and contains Apache Spark as its main processing core. Spark is implemented in a cluster of virtual machines on a master/slave model, where slaves have a capacity for expansion and reduction of resources.

The implemented IDS uses the lambda architecture [28], composed of three layers: a data processing layer, a batch processing layer, and a service layer. The data processing layer handles real-time flow data. A batch processing layer analyzes a large amount of data stored through distributed computing techniques, such as map-reduce. Finally, a service layer aggregates information obtained from the two previous layers to create outputs of the analyzed data. The IDS classifies malicious or benign flows through machine learning algorithms based on a decision tree classification algorithm. A historical traffic measurement database with entries labeled as attack or as normal is used to train the machine learning algorithm in an off-line manner [27]. The parameters calculated during the off-line historical data processing adjust the classification model in real-time. Thus, the system is adaptive, as parameters can be updated and adjusted to new using behaviors. After training, the IDS allows real-time traffic classification and, by detecting malicious flows, is able to send blocking rules to the firewall.

Our VNF firewall implementation is composed of a module capable of encapsulating and decapsulating NSH packet, built upon the open-source Python application vxlan_tool⁴. This application is extended to support a JSON object that stores blocking rules based on the 5-tuple of a packet. The 5-tuple stores the source and destination IP addresses, the source and destination ports and the transport protocol type. Before forwarding the packet to the subsequent VNF in the chain, the 5-tuple is checked over the existing set of rules. A RESTful interface is implemented to enable rule insertions and deletions in the set.

At last, we develop an SFC proxy, shown in Figure 6. The main goal of the proxy is to enable the deployment of VNFs unaware of the SFC encapsulation. Hence, we hide the NSH encapsulation from the VNF application by instantiating a pair of user-space interfaces. The VNF application accesses the user-space interfaces like a common network interface. It is worth noting that ONFV implementation of NSH also applies a VXLAN encapsulation to forward packets between the service function forwarder and the VNF. Our proxy enhances the VXLAN packet handling by using a software switch in kernel space, which only forwards NSH-encapsulated packets

³Available at https://spark.apache.org/.

We inject real network traffic, which is analyzed, classified and filtered in real time. This evaluation compares an on-line classification with the off-line classification out of the chain for accuracy, and for the efficiency of real-time detection and automatic blocking of malicious flows.

The chosen topologies for evaluation are illustrated in Figure 7. The first topology (Topology 1), illustrated in Figure 7(a), uses only one compute node to instantiate the virtual function chain and the endpoint VMs. Thus, the endpoint VMs and the VNFs compete for network resources of the same physical node, and there are no physical link hops between nodes. Figure 7(b) shows Topology 2, in which the endpoint VMs are instantiated on the same node, and the chain of VNFs on another node. In the third topology (Topology 3), shown in Figure 7(c), the server VM, the client VM, and the chain of VNFs are instantiated in three distinct nodes. Thus, Topologies 2 and 3 require the use of more software switches, since each node has a local software switch (Open vSwitch – OvS) to control its network resources.

Figure 8 shows the impact on performance results obtained in each topology relative to the number of VNFs in the chain and considering a 95% of confidence interval. It is worth mentioning that the VNFs in this specific scenario are extremely simple network functions that only forward incoming packets to the next VNF in the chain. The forwarding consists in decapsulation, and then the packet is returned to the Open vSwitch, which sends it to the next virtual function. Thus, the processing and the delay are practically only due to the overhead handled by the NSH protocol header. The application responsible for these operations is a tool written in Python (vxlan_tool) for tests with the NSH header. Figure 8(a) compares the three topologies in relation to the rate of HTTP requests performed from a client VM to a server VM that traverses the chain. Note that Topology 1 provides the best rate of HTTP requests for short chains of VNFs. It demonstrates that for short chains, the overhead introduced by spreading the client, server and VNFs on different nodes is the performance limiting factor. Nevertheless, longer chains introduce an overhead that exceeds this factor. Figure 8(b) shows that the round-trip time in all topologies grows linearly with the increase of the chain length. Topology 2 presented a significantly lower latency increase than the other two, because the client and server VMs are on the same physical node, which decreases the packet round-trip time. The node does
not share resources with other VNFs. We conclude that the increase of physical link hops, as well as the sharing of resources on the same node are factors that compromise the end-to-end delay. Hence, Topology 2 presents a fair trade-off of these factors. Figure 8(c), in turn, shows the maximum throughput in packets per second for each topology as a function of the chain length. The packet size used in the experiments is 1334 bytes, which represents the maximum transmission unit for the Ethernet packet sent by the client, which suffers no IP fragmentation with NSH encapsulation. Topology 1 presents a better throughput in relation to the others when chaining few VNFs, due to lower number of physical link hops between nodes. It is important to notice that the increase of the number of VNFs in all the topologies implies resources competition on the node that hosts the chain, which considerably compromises throughput.

The major limiting factor for throughput is the vxlantool application that decapsulates the NSH packets. This application, by default, operates sequentially in only one processing core, and we extended it for parallel execution on multiple cores. The effect of this change is observed in Figure 8(d), which shows the increased throughput of a VNF in a unit-length chain in which we allocate more dedicated virtual processing cores (vCPUs). In this way, VNF retains more processing power and is able to perform more packet operations per second until it reaches the hypervisor processing limit. It is expected, however, that in the next versions of OPNFV platform, the NSH encapsulation and decapsulation will be implemented as a kernel module of the operating system of virtual machines to assure performance gain.

The second evaluated security function is the IDS, which consists of the two modules described in Section VI. The first module acts directly in the chain and performs two basic functions over the traffic, to extract characteristics of the flows in a two-second time window, and, at the same time, to forward the packets to the next VNF. In addition, the VNF publishes the extracted characteristics in the queuing and data flow manipulation system Kafka to be read by the second processing module, running outside the chain.

As SFCPerf assures repeatability, we designed a scenario and performed a comparison experiment of four VNF approaches. Figure 9 shows the performance of one-length chains of two different simple VNFs (a forwarder, and an SFC proxy), two virtual security functions (a firewall, and a IDS), and of the composition of the two virtual security functions. In all chains, Topology 1 is used as a reference, providing only one virtual core for each VNF. It can be observed that the performance of the VNF that only forwards packets is superior to the other virtual functions and, thus, it is used as a baseline. Figure 9(a) and Figure 9(c) show similar results regarding the maximum rate of HTTP requests and the supported throughput of each chain. The firewall VNF presents better results than IDS VNF in both metrics, thus the chain of both VNFs has the performance limited by the IDS, with a small overhead due to the extra hop between the two VNFs. Figure 9(b), however, shows that the latency overload introduced by each virtual security function is very low, remaining at a similar time to the baseline threshold. The chain of firewall and IDS increases by 50% the packet round-trip time, which was already predicted from Figure 8(b). Nevertheless, this value is 33% lower in the case where the firewall and IDS functions separately operate over the traffic. It is worth to highlight that the forwarder, which is implemented with the Python vxlantool, performed better than the SFC proxy VNF. Although we deploy the NSH-unaware VNF, preceded by the SFC proxy, as an Open vSwitch associated with a Linux Bridge, the overhead of copying packets between user-space and kernel-space contexts slows down the packet handling.

<table>
<thead>
<tr>
<th>Table I</th>
<th>Confusion matrix of real-time flow classification and blocking. The flows that reach the server are represented as Normal, while those blocked by our VNF as Attack.</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP</td>
<td>FP</td>
</tr>
<tr>
<td>Attack</td>
<td>430</td>
</tr>
<tr>
<td>Normal</td>
<td>4412795</td>
</tr>
</tbody>
</table>

Finally, we use the SFCPerf framework to evaluate the chain for real-time on-line classification of network traffic dataset of a Brazilian telecommunications operator [27]. We implement the decision tree machine learning algorithm for the traffic classification [27]. First, a fraction of the traffic
(20%), labeled as attack or normal by Suricata IDS, was used to train the classifier in an off-line manner. The remainders fraction is injected by the client VM in direction to the server and traverses the two virtual security functions. Table I shows the results of the on-line classification, comparing the flows that reach the server with those that were blocked in the core of the network by the virtual firewall. The results show an accuracy of 72.7% for the classification and that 0.02% of the malicious flows were blocked before reaching the server. However, since the proposed firewall is a reactive software defense, there is a real reduction of 15% of the total volume of malicious traffic that reaches the server. The reduction derives from the time required for a flow classification using machine learning. Short-duration attacking flows, or mice flows, have a shorter duration than the analysis window and, thus, are not possible to be blocked in real time. This measurement shows that the prototype was effective against attacks with large data volumes such as denial of service.

VIII. CONCLUSION

Service function chaining enables the network administrator to provide complex network services comprised of features developed by different VNF manufacturers. Hence, mechanisms that automate SFC benchmarking and accelerate the development of VNFs are essential. In this paper, we proposed SFCPerf, an automatic performance evaluation framework for service function chaining. SFCPerf assures repeatability for testing and for comparing virtual network function chains. We also presented a performance evaluation of a service function chain, described by coherent chaining of virtual security functions. We employed the SFCPerf framework to evaluate the chain, composed of an intrusion detection system based on stream data processing in the cloud and a reactive firewall. The results provided by our proposed SFCPerf framework showed the impact in terms of throughput, round-trip time, and request rate of several VNF chaining scenarios. These performance measures were obtained for different chain implementation topologies, chain lengths, and varying number of virtual cores offered to VNFs. Our framework allowed the comparison of the overhead introduced by each virtual function individually. The results showed that the main impact factors on the performance were the number of physical link hops between nodes and the competition for resources at shared physical nodes. Furthermore, the SFC throughput is directly related to the number of cores assigned to the virtual functions, which determines the number of packets that each VNF is able to process.

As future work, we will evaluate the performance of the network function chaining on new topologies and over different NFV platforms, to assess the performance bottlenecks of other network function virtualization approaches.
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