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Abstract—Traffic monitoring and control are becoming more  points inside boxes placed at the road side, repeaters, and a
and more important as the number of vehicles and traffic jams  traffic management center. To define the vehicle speed, the
grow. Nevertheless, these tasks are still predominantly done gysiam yses the distance between the two nodes divided by
by visual means using strategically placed video cameras. For . . - . . .
more effectiveness, proposals to improve the traffic monitoring the d|ﬁgrence between yeh|cle arrival tlmgs, taking thieicle
and control should consider automated systems_ In this pa- |ength Into account. ThIS |eVe| Of deta” IS a Consequence Of
per, we propose COTraMS (Collaborative and Opportunistic the main goal of VDS240 which is to detect the vehicle speed
Traffic Monitoring System), a system which monitors traffic  ith high precision.
using available IEEE 802.11 networks. COTraMS is collabo-  Thanks to the dissemination of smartphones, many auto-

rative because the user participation is essential to define the .
vehicle movement, and opportunistic because it uses existentmated systems proposals combine the use of GPS (Global

available information. To evaluate the performance of COTraMs, Positioning System) [11], [12] with 3G [13], [14] or
a prototype is implemented using an IEEE 802.11 b/g network. IEEE 802.11 [13], [15]-[17] networks to determine the védic
Measurements from a real public wireless network, in Rio de density and location. This information is sent to a centrit u
Janeiro, demonstrate the possibility of obtaining traffic conditions for control. According to Kalic et. al [18], even using the

with our proposed monitoring system. In addition, we analyze . . .
COTraMS via simulation to evaluate its performance in scenarios s!ovyest transmission rate, .the battery consumption of 3G is
with larger number of vehicles. The comparison of the obtained Similar to an IEEE 802.11 interface. Nevertheless, for GPS-
results with data obtained from GPS shows a high accuracy in based systems, energy is also consumed by the GPS to define
detecting both the position of the vehicle and the estimation of the the |ocation of the vehicle. Combining GPS with 3G or
road condition, us_ing a simple architecture and a small amount 802.11, the battery consumption of a smartphone is thresstim
of network bandwidth. . .
larger than using only IEEE 802.11 [17], [19]. An additional
problem of the 3G, besides the cost to the final user, is the
|. INTRODUCTION limited maximum rates imposed to users to avoid network
With almost two billion vehicles in circulation [1], preven congestion [20]. Thus, avoiding GPS and 3G connections,
tive actions to identify congested areas and to reroutearars one could think of saving battery consumption and avoiding
needed. Those actions can benefit from automatic monitorilimgited transmission rates, respectively.
systems, which are still not widely installed. Presentigffic In this article, we propose a low cost Collaborative and
monitoring is frequently performed by visual inspectiosing Opportunistic Traffic Monitoring System (COTraMS) to pro-
video cameras [2], [3]. These systems are inefficient sineg t vide information regarding vehicles location. From this in
can neither react nor foresee potential circulation prokle formation, we infer traffic conditions collaboratively. &h
Sensors installed along the roads are also widely used [@Bsic idea is to rely on user cooperation to keep the system
[5]. These sensors have the advantage of registering oelyonomically viable and scalable. In addition, compared to
a signal each time a vehicle passes over them, resultioiper proposals, COTraMS has smaller control overheadesin
in small control overhead in the network. Although thewpnly one packet is needed to infer the traffic conditions in a
are able to detect vehicle characteristics such as thehengbad segment between two Road Side Units (RSUs). Similar
number of axles, distance between axles, and vehicle taalvVDS240, for instance, COTraMS generates a small traffic
mass [6], each inductive loop detector, including hardvear® on the network. Nevertheless, unlike VDS240, COTraMS is
controllers, costs thousands of dollars (around US$8,p00) designed for traffic monitoring and does not need to obtain
As a consequence, transportation departments all arouwnd phecise information regarding individual vehicle speed A
world are searching for novel automated systems, providiagconsequence, CoTraMS does not rely on sensors on the
reliability at low cost [8]. In this direction, Haoui et al.lanes and may represent a cheaper solution. In COTraMS,
propose a low cost vehicle detection system called Sensgebile nodes are in charge of defining the best moment
Networks’ VDS240 [9], [10]. This system is composed ofo send information regarding their location using avdédab
small wireless magnetic-resistive sensor nodes on lanessa |IEEE 802.11 networks. This data is maintained by a central



unit, which processes the information received beforeisgar be any portable device running the client application iesid

the consolidated outcome with the users. vehicle on the road. It could be a notebook, tablet, smartpho
We have implemented a COTraMS prototype usingr any device equipped with an IEEE 802.11 interface. An

IEEE 802.11 networks. Users inside vehicles hold mobiRSU, on the other hand, is an IEEE 802.11 access point. The

devices (e.g., smartphones) to communicate with Road Sidentral unit processes the information received, and dlisse

Units [15]. This scenario is based on the huge popularitiates the traffic conditions to users.

of smartphones but also motivated by the increasing number

of projects offering wireless access in urban areas, usifg General Requirements and Architecture

IEEE 802.11. COTraMS infers the location, direction, and

speed of vehicles, with no need for new investments or ~—RSU

modifications to existing protocols. The only information i >

needed is obtained from IEEE 802.11 beacon frames, whic =

are periodically sent by access points (APs) according o th

IEEE 802.11 standard. Users only need an 802.11-equipped

mobile device to participate in the system. COTraMS doessegRrgggtnf

not use the GPS. Nevertheless, COTraMS is not limited te< !

IEEE 802.11 networks. Our experimental results show that

it is possible to monitor the traffic conditions based on the ] ] )

signal strength of beacons received by the wireless deviddd: 1: COTraMS architecture. RSUs provide location ref-

inside vehicles. We have evaluated the accuracy of thetses@reénces; collaborative vehicles inform their position ke t

compared to GPS data. Our results show that the obtairggdtral unit; and the central unit infers the traffic coratis.

values are very similar even with a signal strength as low as _ ) )
—60dBm. The operation of COTraMS requires: RSUs with known

We have also evaluated our proposal using a simulatigfo9raphical location, collaborative vehicles equippéd an
BU, and a central unit. The OBU detects the moment when

tool. In order to keep the conditions as real as possible, f ) - '
simulations use a mobility model with lane changes usidge vehicle crosses each RSU and sends this information to

the Network Simulator 3 (NS-3) [21]. We vary the numbe}® central unit. The central unit organizes the obtained in
of lanes, vehicle types, and speed. We also use obstacled@f1ation, compares it with local knowledge, and periotiyca

the road to produce speed variations. To analyze the systaffseminates the road segment condition. Fig. 1 preseets th
scalability, we increase the number of vehicles. The obtainProposed COTraMs architecture. Note that each road segment
results show a high accuracy in detecting the vehicle mositi'S & Portion of a road between consecutive RSUs.

on the road and, consequently, estimating the traffic camgit | "€ Propagation conditions of the urban environment have
Even in large scenarios, we are still able to attest the effiyi little influence on CoTraMS operation, for two reasons. trirs

of the proposed monitoring system, since the traffic coouti interference and packet losses may impact the precision of

generating a few control messages also permits a high ancurQBU localization, but it has less influence in the precision
(i.e., more than 90% accurate in most scenarios). of vehicle speed assertion, which is based on the time the

This article is organized as follows. Section Il detailé.’ehiCIe takes todcross RS_US and or; the length r?f the r(_)ad
the traffic monitoring system, including its computation aiSégment. Second, the main steps of COTraMS happen in a

gorithms. Section IlI presents the prototype we have injegion where the signal is stronger, in the vicinity of the
plemented using IEEE 802.11 b/g. Section IV analyzes t U'_AS a ﬁonseﬁ.u?ance, fzw received beacons are enough
experimental results while Section V concludes the aracle to estimate the vehicle speed.

investigates future work. B. Central Unit Algorithm

The central unit is responsible for calculating the traffic
Il. TRAFFIC MONITORING SYSTEM conditions of each segment. It must have a network conrmectio
We assume that improving the traffic conditions requird® the RSUs. To disseminate the traffic conditions to websuser
five steps: (1) data collection of vehicular speeds, (2) datho may be interested in such information, the central unit
processing, (3) detection of traffic problems, (4) compatat @lso needs an Internet connection. Vehicles can also obtain
of alternative routes, and (5) dissemination of informatiotraffic conditions by accessing the central unit.
(traffic conditions and alternative routes). In this work we Vehicles send messages to the central unit via RSUs. The
present a solution for steps (1), (2) and (5), which includégessages arriving at the central unit contain the identidica
the dissemination of traffic conditions to users, indepenife Of the OBU and of the RSU forwarding the message, as well
they are driving or not. Steps (3) and (4), which involve dafs the instant the OBU has crossed this RSU. The information
processing, are left out of the scope of this work. received from vehicles is used to compute the traffic coowliti
In the following we present details about the requiremen@ shown in the flowchart of Fig. 2. The average speedf
and general architecture of COTraMS. The system is concépvehicle: traveling on road segmentis calculated as,
tually composed of a central unit, RSUs along the road, and l
several client devices (On-Board Units (OBUs)). An OBU can vi = te —ts_q1

@)



where! is the length of the road segmernt, is the moment information. In both cases, users have only to run standard
when the vehicle crossed the last RSU, and, the moment Internet protocols to communicate with either the centrat u
the vehicle has crossed the previous RSU. The average spaewdhe web server.

are recorded in a database in the central unit. Next, theWe use the Google Maps API to calculate the distance
central unit calculates and shares the traffic conditiom, foetween each RSU, i.e., the road segment size (Fig. 1). The
each road segment. The traffic conditions are periodicabgntral unit is able to infer the location and direction of a
published by the central unit, trading off processing oeach vehicle, in real time, based on the information it sends.

and information freshness. On the other hand, the cential un
selects the most recent average speeds to take into account
in the computation of the traffic conditions ignoring outetht
information, as shown in Fig. 2.

When the central unit has information from at least two
vehicles on the same road segment (e.g. road segment 1
in Fig. 1), the central unit computes the harmonic mean of
the vehicle speeds to infer the traffic condition in that road
segment. The harmonic mean eliminates outliers, caused for
example by police cars or ambulances, which have the right Fifter vahicles by road
to run faster than others. The effectiveness of this saiutias
been shown in a companion paper [15]. At the same time, Fiter e oSt Tecent
the slowest vehicle directly affects the traffic in otherdan
This happens because the traffic flow depends on each roads
characteristics, e.g. number of lanes and maximum speed, #iy. 2: Flowchart of the algorithm periodically executed by
on how people drive [22]. On the other hand, we have the central unit.
guarantee freshness of the traffic condition informatiohnisT
way, we give more weight to the current road segment in the

harmonic mean using: C. Client Algorithm
2

HMps(t) = ——F—, 2) The client node can use various technologies to infer the
o T BMast=D vehicle position. The vehicle needs to detect the momenhwhe

wheret is the instant when the central unit calculates the roddPasses by an RSU to send this information to the central
conditions; v; is the average speed of OBU on the currenthit. _Th|s instant is detected using t_he algorithm pr_esiame
road segment, andl Mps(t — 1) is the previous harmonic Secnon lll. To evaluate our proposal in a real scenario, axesh
mean value on the same road segment. We must consider {flémented a prototype based on IEEE 802.11 networks,
the initial speed at = 0 (HMgs(0)) is equal to a constant detailed next.
k greater than zero. This constant can be the road speed limit
or an average value, for instance. I1l. IEEE 802.118/G PROTOTYPE

The number of road segments depends on the numbekVe have used two IEEE 802.11b/g networks in our experi-
of RSUs and on the road characteristics. Each direction neents. The first one is a public network in operation at Avanid
considered a different road segment. Therefore the nuntberBrasil, in Rio de Janeiro, Brazil; whereas the second one
road segments is given bYrs = ((Nrsu — 1) * Np), where is a controlled scenario built in the campus of Universidade
Ngrsu, andNp are, respectively, the number of RSUs and thieéederal do Rio de Janeiro (UFRJ). COTraMS is collaborative
number of directions. because it relies on the information sent by user devices. In

Finally, to disseminate the traffic conditions via the Intty addition, it is considered opportunistic since it usesigtatis
we have implemented two user interfaces. The first one isrdormation from IEEE 802.11 to obtain the position of the
graphical user interface (GUI) which shows the road condiehicles. IEEE 802.11 access points periodically senddreac
tions on a map, using the Google Maps API [13]. Traffi¢(by default in every 100 ms) containing all the required
conditions are represented by different colors: greent)(fasnformation for the system operation. The benefits of using
yellow (good), and red (slow). For users with equipmerteacons are twofold. First, beacons carry informationuigef
with no graphic resources, the second interface providds téhe system: the ESSID (Extended Service Set ID) of the access
information as a table, where each line indicates the ropdint, the MAC address of the access point - BSSID (Basic
segment, direction, and the traffic condition. Using therds Service Set Identifier), the signal strength of beacons imdB
obtained in the last period, the central unit computes thdRSSI (Received Signal Strength Indication), and the tinge t
average speed on each road segment and periodically peblighacket was sent. Second, beacons can be captured using 802.1
the traffic conditions (Fig. 2). The updated information iSmonitor mode”, with no association to the access point and
periodically sent to the clients. Note that the central ait be thus not interfering with normal network operation.
any machine in the Internet that can be reached by the RSUsFig. 3 shows the communication process between OBUS,
Users have only to have Internet access to directly reach fRR8Us, and the central unit. Every time an OBU is not
central unit or to access a web page containing all the caeahpilassociated, therefore in monitor mode, it searches for hkno

Input: Database with the speed and
Instant OBUs have crossed RSUs

Choose the next road
segment

Yes

Is this the last
road segment?

Publish the new
traffic conditions

Update the traffic condition
for this segment

Compute the harmonic
mean for this road segment




ESSID. Upon detection of a known ESSID (Fig. 4), the OBU
associates to the RSU and starts the IP configuration process
We use fixed IP addresses to avoid delays with dynamic
configuration (e.g., DHCP). In this step, the client appiara
stores the ESSID in the variabl&rrent 4p. The next step is

to assert the moment the vehicle crosses an RSU, i.e., when th
vehicle passes by an access point. Since the client stoges th
value of the RSSI every second, to infer this moment, we use
the instant when the RSSI is 10dBm weaker than the strongest
signal previously storednfaxPower in Fig. 4). Then, the

Read the received
beacon

<

Yes
Update current ap
Store RSSI value

Ignore
beacon

Input: Beacon from the RSU
(containing RSSI, ESSID, and BSSID)

Update previousap
and currentap

Send the instant and the
RSSI value when
crossing the RSU to the
central unit, and
disassociate

OBU compares those two values and, when the strongest RSSI
received is at least 10 dBm stronger than the last RSSI, we
consider that the vehicle has crossed the RSU and is moving
away. The interval of 10 dBm is based on results obtained in
our previous experiments [15]. Note that the power value is
in dBm, represented by negative values in Fig. 5. Finallg, th
vehicle sends the information about this moment to the aéntr
unit and disassociates. To avoid the reassociation to tine sa
RSU, the variableprevious4p receives thecurrent ,p and

the variablecurrent 4 p is cleaned (Fig. 4).

maxPower —
RSSI >10?

I' RSSI > maxPower?
Update maxPower

Fig. 4: The flowchart of the OBU algorithm.

observed with the access point physical location. Thesdtges
are very good since traffic monitoring systems do not require
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If the client is associated to an AP, it sends |t_s measure_snept 200 2300 22:00 25:00 26:00
at the appropriate moment to the central unit. Otherwise, if Time (MM:SS)

the client is not associated, it stores the measuremeniis unt _ ) _
it associates to an access point. We use a sorted array, widfe > Behavior of beacon frame signal power, collected in
the strongest power is in the first position. If the inforroati Avenida Brasil.

is stored locally for a long period, it will no longer be uskefu

The whole process of capturing and sending information
is possible without modifying any elements or protocols
from clients to the central unit. Even though we have only
. ) experimented with open IEEE 802.11 networks, the utilaati
A. Road Information Gathering of encryption schemes does not prevent the operation of

Fig. 5 shows the signal power behavior of IEEE 802.1COTraMS. The client sends only one packet to the central unit
beacon frames as the vehicle moves across different raamhtaining the MAC addresses of the AP and of the client, and
segments. In this case, the system considers that the @ehibk time and the value of the beacon with strongest RSSI.
crossed the access pointz2n40s, 23nb0s, and24mi0s, COTraMS is collaborative because each client is respaasibl
when the signal is 10dBm weaker than the strongest sigifiat receiving, processing, and transmitting the data. tsie
stored. The experiments presented in Section IV-A show thateived information, the central unit can locate the vehin
RSSI with power near70dBm is enough to assess the vehicléhe road using the last information sent by the client, iatiig
location. A RSSI with at least 60dBm presents a discrepancywhich RSU it was associated to. Since the access point
between 3 and 8 meters. This information is obtained bgcation is known, it is possible to infer the part of road whe
comparing the car position where the strongest signal pavethe vehicle is. To infer the vehicle’s direction, the cehtrait

for real time monitoring. Nevertheless, it is still sent teet
central unit for historical information maintenance.



considers the last two RSUs the vehicle has crossed. COTralMSAlgorithm Performance
also operates under intermittent connection. Enough d&ta ¢ Tg measure the time needed to perform each step of
be obtained even when the access points are distant frefTraMs, we implement a scenario in the university campus
each other. The re-association process between AP (Accgffha do Fundo. We use a kit to represent the RSU (Fig. 6),
Point) and STA (Station) is transparent to the user, acagrdiyhich consists of a DIR-320 D-Link router, a 32GB USB flash
to handoff rules defined on ANSIIEEE Std 802.11 [24]qrive, a voltage regulator, and a battery of 12V/7Ah. Thenti
Section IV-A presents experiments evaluating the time ededyppjication is executed on a Sony Vaio laptop with 15-3210m
to establish a connection between client and central unit. processor, 6 GB RAM, hard disk of 640GB, and an 802.11
In scenarios where vehicles are on a bridge with anothgterface. The road segment shown in Fig. 6 is 900 m long. A

road, above or below, the prototype presents an advantaged@straint of this scenario is the speed limit of 40 km/h.
define the vehicle location compared with GPS. The OBU

knows which road it is, defined by the ESSID. Thus, the OBU
knows which next RSUs the vehicle will find. Therefore, if the
vehicle receives beacons from RSUs of another road on cross-
roads or intersections, e.g., these beacons will be diedard

To define the road segment condition, COTraMS only
considers one mean speed per vehicle, even when there are
various users inside the vehicle. We can distinguish mae th
one passenger in a vehicle by detecting similar behavior of
the smartphone sensors [25]. : 2

It is worth mentioning that there is a boundary condition  Fig. 6: Experimentation scenario at UFRJ campus.
to consider. Assume there are few vehicles on the road and
they are all “slow” drivers. The system would wrongly assess Table | presents the connection time at different speeds fro
the traffic as congested. To solve this case, in a practical ithe moment the vehicle receives the first beacon of a known
plementation, the definition of a minimum number of sampldSSSID until the end of the dynamic IP address configuration.
would be required. Whenever the number of samples is bel@he limitations of the IEEE 802.11 b/g are concerned with
the defined threshold, the traffic conditions would anywayobility. The higher the vehicle speed, the higher the loss
be considered good since the road would be free. On ttete. Thus, the time needed to connect is longer when the
other hand, the higher the cooperation, the more precise thghicle is faster. On the other hand, connection time isesedu
average speed per segment. However, as demonstrated byathen static IP addresses are used in the clients. It is worth
simulation results of Section IV, we do not need informatiomentioning that during the experiments, we have detected
from all vehicles on the road as long as the average over teund 11 IEEE 802.11b/g networks on channels 9 and 11.
collected speeds meets the traffic conditions.

TABLE I: Time needed for RSU association.

V. PEREFORMANCEEVALUATION Speed 20 km/h 25 km/h 35 km/h 40 km/h
’ Time < 1sec 4 sec 7 sec 9 sec

This section presents the experiments we have conducted
to validate COTraMS. In Section IV-A, we present the experi- Fig. 7 presents three events which occur when the vehi-
ments at UFRJ campus, Rio de Janeiro, Brazil, which evaluale crosses an access point. The highlighted lines show the
the time elapsed on each step of the COTraMS prototype.rfioments when the vehicle (1) finds the access point, i.e.,
Section IV-B, we present the experimental data collected iaceives the first beacon of the ESSID; (2) starts the adsmtia
Avenida Brasil public 802.11 network. In both experimentgprocess to the access point and; (3) finishes the association
we have used one vehicle to collect data from the IEEE 802.pdocess. The fourth event not shown in the figure occurs when
network and from a GPS. These data are compared and the vehicle sends information to the central unit. Sinceyonl
obtained result is used to validate the proposal. For largeme packet is sent with vehicle information using UDP, the
scenarios with higher number of vehicles we use simulatiotime interval between sending and disassociating is nietgig
as described in Section IV-C. In this experiment, the vehicle speed varies between 35 and

We use a GPS model- bl ox EVK- 5H which gives the 40km/h and the whole process lasts for 20 s, in the worst case.
position of the vehicle four times per second. Those GPS mdaom these 20 s, the initial 10 s are used for RSU association
surements provide a baseline for the precision of COTraMfad the last 10 s are used to detect the best instant to send
in terms of defining the vehicle position. As for the traffiche information to the RSU. This time is not necessarily the
conditions, we have defined three speed intervals: fiora same in other scenarios with shorter connectivity intervid
40km/h, COTraMS indicateSL OWtraffic; from 41 to 80km/h, this case, the disassociation process would occur imnetgiat
traffic is considered®00D, and aboves0km/h, it is considered after the on-board unit receives the signal with the strehge
FAST [26]. When COTraMS and GPS results indicate thmeasured power detected, if the following signal is 10dBm
same interval, we We consider the precision satisfactdrgs& weaker. Experiments using fixed IP addresses on OBUs reduce
intervals are similar to others used in known traffic monitgr the necessary time to receive network configurations from 3
systems [13], [27]. to 9 sto less than 1 s.



at a given moment, close to the mobile scanning device [15].
Figs. 9 and 10 show the results for the data collected in
part of the Avenida Brasil. Fig. 9 plots the signal power of
the received beacons. The seven access points in this part of
the avenue (6.8km long) transmit the strongest signal power
around —60 dBm, allowing high accuracy, as described in
Section IlI-A. Fig. 10 presents the harmonic mean of speeds
collected by the GPS at each road segment and the results
of COTraMS. The speed on the road segment is calculated
using Equation 1. The distance between consecutive RSUs
varies from 250 to 1,100 m. In this road segment, we do not
have traffic jams. Moreover, we observe that the results of

-85 F

RSSI (dBm)
3

-65 |

-55 L L L N L i L
07 08 09 10 11 12 13 14

Time (minutes) COTraMS are quite similar to those obtained with the GPS.
Beacons K Association - ‘
First beacon Disassociation -=----

Fig. 7: Time elapsed on each step of the algorithm when the _;,
vehicle crosses four access points.

3
B. Experiments in Avenida Brasil ?
[9]
n
24

In this scenario, we have a daily flow of 250,000 vehicles
and a varied urban architecture shaping. Fig. 8 illustrdtes 60
17 IEEE 802.11b RSUs used. The geographical coordinates
and MAC addresses of all access points are included in the -50
central unit's database. The distance between the RSUssvari 07:00 08:00 09:00 10:00 1100 1200 1300 14:00 1500

i A . Time (MM:SS)
from 150 to 1,100m. We collect beacons using a client appli-
. . . . 00:26:98:ee:f0:00 + 00:26:98:ee:d7:00
cation executed in a smartphone Nokia N90O running Maemo 00:26:98:e€:d0:00 00:26:51:50:11:00 =
Linux. We have changed the device to another one with longer o & 00:20:98:€:5:00 -

battery autonomy compared with those used in the UFRJ ] ] ] ]
campus because the current evaluation takes more time. @ 9: RSSI received by the client node in the first part of
use an Intel Atom N450 laptop with 2GB RAM, Linux, and arf\venida Brasil with 6.8 km.

internal IEEE 802.11 interface. This laptop is used to cahne

to the GPS. We also use a GPS, described in Section 1V,

to assess the precision of our proposed monitoring system 120
and coIIe(_:t informat.ion about time, date, speed, dire¢tom 100| gps Harmco?%";\‘,l’\’gn%
geographical coordinates.

80

60t
40 o] SR ®.K

Speed (km/h)

20

%8 09 10 11 12 13 14 15
Time (minutes)

Fig. 10: Estimated traffic condition on the first part of Aveai
Brasil with 6.8km.

Figs. 11 and 12 present the results obtained in another part
of the Avenida Brasil road, with 4.2km. In this segment, we
have a wide speed variation as a consequence of traffic jams.
. . Once again, the results obtained with the proposed metleod ar
To map the position of the RSUs (coordinates), we Usgry ciose to the simple harmonic mean of the GPS speeds.

three infqrmation sources: Googlle Maps with Street Vievf‘*lence, our results match again the predefined speed irgerval
data obtained from GPS, and signal power measured with

the technique of war driving [28]. As shown by Cheng et ]

al. [29], there are several algorithms to perform this magpi € Smulation Results

We consider that the RSUs is located where the strongestn this section, we present the experiments using the NS-
signal is detected because, in our scenario, all RSUs wjll & simulator [30]. We employ an Intelligent Driver Model

Fig. 8: Avenida Brasil RSUs mapping.



corresponds to 100% of cars.

-100 . . .
—90 | o < Model Evaluation: To evaluate the used models, we have
= _E defined a road with the parameters presented in Table Il. Part
g 8oy CE: 1 of the scenario is illustrated in Fig. 13.
B -0} <1 . 1
[hd é ]
—60 H B 1 TABLE II: Parameters used on simulation.
-50 | | | . . . . I I Parameter Value
45:00 46:00 47:00 48:00 49:90 50:00 51:00 52:00 53:00 54:00 55:00 Road Iength 5200
Time (MM:SS) Lane width 5
00.26:98:60:63.00 - 00:26:98:6d:7c:.00 Number of lanes 3
00:26:98:ed:af:00 00:26:98:ee:b4:00 - Number of RSUs 9
00:26:98:ed:€6:00 = 68:bd:ab:f5:20:00 ~
00:26:98:ed:fa:00 = Road segments 16
Two directions True
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Fig. 12: Estimated traffic condition on the second part of ™ e e

Avenida Brasil with 4.2 km. Fig. 13: lllustration of part of the validation scenario.

(IDM) to generate realistic vehicle mobility together with
the MOBIL lane change model, that provides lane-changingWe have positioned obstacles every 500m over the right
rules for a wide class of car-following models. Both modelgne to force cars to change lanes. As a consequence, we have
were proposed by Treiber and Helbing [31] and implementegeed variations from cars independent whether they change
by Hadi [21]. Hadi has implemented an NS-3 simulatiotanes. In addition, we have also created another scenatio wi
module that represents a straight multiple-lane bi-dioeeit only one lane to check if one obstacle is enough to close one
highway. The module manages the mobility of vehicles on th&ne. In this case, all vehicles are in front of the first oblsta
road. Thus, vehicles can move with realistic mobility maglel
communicating with each other to form a vehicular networléx

We have used customized RSUs and OBUs to implementperiments and Results:The goal now is to evaluate the
COTraMS in our simulation scenarios Scalability of COTraMS with large number of vehicles. This

In the IDM model, the variation of the vehicle Speecgumber varies with the injection rate of vehicles in the road

depends on its current speed, its target speed, and on ging always at least 130. The experiments include cars and

trucks to simulate a real scenario, where the mix of vehicles

position and speed of the vehicle immediately ahead in, . : . g
. : with different cruise speeds render the traffic conditioseas
the same lane. Each vehicle has the following parameters:

desired speed. safe time headway (time needed to cover t{ﬁn more difficult. The experiments are based on scenarios
peed, y Wwith some fixed parameters, shown in Table Ill. Additional

gap between two vehicles), acceleration in free-flow traffic_. ; . :
) ) ; . variable parameters are described later this section.
comfortable breaking deceleration, and desired minimum
distance from the vehicle ahead. These parameters and thé/e simulate a GPS in each vehicle to have the vehicle
current state of the vehicle and vehicle in front are usddcation every 0.25 seconds and to compare the simulation
to update the speed and position of the vehicle. For autesults of the proposed system. The generated condition of
injection of vehicles in the road, there is amj ecti on the road segment, obtained with the GPS, is calculated using
gap parameter that specifies the minimum distance betwetre harmonic mean of all information from vehicles. Again,
two vehicles entering the road. The parametaj ecti on we consider a good match when both results are at the same

m x value is the percentage of cars and trucks, where 1lb@erval defined in Section IV.



TABLE lII: Fixed parameters used on simulation. Using a pessimistic scenario, we apply only two lanes with

Parameter Value and without obstacles. The parameters and results are shown
Simulation Time 900 seconds in Tables IV, V, and VI. The results are concerned with the
Extension 18,200m last 60 s of simulation, when we have vehicles in all road
N“mbeFriroSft ':‘E,f' Points 50321 segments. Since we use the harmonic mean to define the road
Between APs 500m segment condition, we have very similar results (less titan 5
Width lane 5m of variation) even if we discard, randomly, at least 50% @&f th
Number of lane 2 information sent by vehicles, simulating packet losses.

Number of Vehicles 120 to 190

TABLE IV: Results - Car - 110km/h and Truck - 80km/h.
We vary the speed limit of cars and trucks as follows: (1)

car - 110 km/h and truck - 80 km/h; (2) car - 100 km/h and

Number of vehicles Cars Trucks Obstacles Matching

166 70%  30% No 77%
truck 80 km/h; and (3) car 90 km/h and truck 70 km/h. Based 169 3 ——Fandor——T7%
on the speed limit, the minimal distance between vehicles is 169 70%  30% Fix 83%
70m, 60m, and 50m [32], respectively. We vary the number 164 50%  50% No 83%
of free lanes and use obstacles on the road, every 500m, to 158 50%  50%  Random 80%
) - L o 160 50%  50% Fix 81%

simulate specific problems, e.g., individual incidents os b
top. These obstacl the far right lane of the road = 0% So% No 9%
stop. These obstacles are on the far right lane of the road 134 50% 80% Random 58%
(lane 1), or randomly distributed (lane 1 to 6). 132 20%  80% Fix 88%
When we have three lanes, even with obstacles, we always 134 10%  90% No 93%
have more than 90% matches [26] when compared with the 118 10%  90%  Random 91%
130 10%  90% Fix 89%

GPS harmonic mean (Fig. 14). If we have four or more lanes;
we always have more than 94% matches (Fig. 15). In these
scenarios there are more than 300 vehicles.

TABLE V: Results - Car - 100km/h and Truck - 80km/h.

120 Number of vehicles Cars Trucks Obstacles Matching
_ 100} 183 70% 30% No 95%
< 182 70% 30% Random 69%
E 80 - 182 70% 30% Fix 78%
= el 170 50% 50% No 90%
3 178 50%  50% Random 65%
8_ 40 177 50% 50% Fix 75%
2] 149 20% 80% No 95%
20 COTraMs results—e— ] 143 20%  80% Random 82%
ol GPS resultg-x: 144 20% 80% Fix 92%
0 5 10 15 20 25 30 35 131 10% 90% No 100%
Road Segments 130 10% 90% Random 97%
131 10% 90% Fix 88%

Fig. 14: Scenario with three lanes - more than 90% correct.

TABLE VI: Results - Car -90km/h and Truck - 70km/h.

120

100 ¢ Number of vehicles Cars Trucks Obstacles Matching
= y 195 70%  30% No 100%
€ sl x & ] 192 70% 30% Random 83%
3 196 70%  30% Fix 86%
S 60 185 50%  50% No 100%
Q4 187 50% 50% Random 89%
& 188 50%  50% Fix 78%
20 COTraMs results—e ] 162 20%  80% No 100%
GPS results.x 154 20%  80% Random 82%
O30 45 30 5 20 35 152 20%  80% Fix 91%
Road Segments 149 10% 90% No 100%
) o 145 10%  90% Random 97%
Fig. 15: Scenario with four lanes - more than 94% correct. 140 10%  90% Fix 91%

In scenarios with 100% of cars or 100% of trucks on the In another experiment, we randomly discard from 10% to
road, even if we use obstacles (every 500 m), the resuli8% of the data sent from OBUSs. This experiment simulates
are 100% correct when compared with GPS results, and aeacket losses due to interference or network congestion. It
therefore omitted for sake of conciseness. This is becdiese tan also simulate a scenario where only a fraction of the
speed variation is smaller than in scenarios where we haxehicles collaborate to the system. We have executed 1,000
mixed traffic. rounds for each discard rate achieving an average of maghin



120

close to the scenario with no packet discards. Nevertheless
variance increases from 20% discards on, because infarmati _ 100! |
from cars or trucks is discarded randomly (Fig. 16). E - i
E 80 Py R
120 ; ; ; ; - 60}
COTraMS resuIts—— o x
100/ GPS results--s- . ] L 4 ,Jnvﬁ:'\’
< ) £ is
S I T T )V A
x ] WHILNE % COTraMs results—e—
-~ x GPS results .
- 60} 0 ‘ ‘ ‘ : ‘ ‘
) 0 5 10 15 20 25 30 35
S a0}k Road Segments
n . L
20l _ Fig. 18: Worst-case scenario with 400m between RSUs.
0

0 5 10 15 20 25 30 35
Road Segments the number of devices connected to the RSU is limited by the
Fig. 16: Random discard of 20% of the data sent from OBU&overage area, reducing potential scalability problems.

Our simulation results show that COTraMS works with V. CONCLUSION

more than 90% of matchings on large scenarios, with highThjs article has presented COTraMS, an opportunistic sys-
number of vehicles and lanes, even with stopped obstacigg, for collaborative traffic monitoring. To evaluate the-pe
every 500 m (Fig. 14). The most difficult scenario for COtgrmance of COTraMS, we have implemented a prototype
TraMS is where there are various obstacles on the road (q;gjng IEEE 802.11b/g networks. In this prototype, it is not
only 2 lanes). The reasons are the frequent speed variaigftessary to change either the network infrastructuresor it
inside the road segment, due to change of lanes, and the mixggtocols. Experiments performed with data obtained from
traffic, with different time acceleration in free-flow traffand gz environments, in the UFRJ campus and on Avenida Brasil
breaking dt?celeration- _ ~ road, both in Rio de Janeiro, Brazil, have shown high acgurac
Considering the results of this worst-case scenario, Wgdetecting the position of the vehicle as well as in estingat
test three additional setups. First, we increase the stionla the traffic conditions when compared with the data obtained
time (800 and 900 seconds) and we repeat the scenario Wifough GPS. COTraMS has small bandwidth overhead, since
the worst result (Line 5 of Table V, that produced a 65%nly one packet per vehicle is needed to infer the traffic
matching). For 800 s, the average of COTraMS results weggnditions in each road segment.
similar to GPS results, again, in the last 60 seconds, in 82%e have also extrapolated the evaluation of COTraMS using
For 9005, the matchings increased to 85% (Fig. 17). This rafgylation. The results show that COTraMS can still provide
can vary to 3% according to the kind of vehicle inserted igood match even with a higher number of client nodes. These
the road. Although the number of vehicles is an importapksylts include more than 90% matches when we have three
parameter, the kind of vehicle has more influence on thg more lanes, even with constant obstacles on the road, and
traffic behavior. Second, we increase the distance between {,ixed traffic.
obstacles to 700 m, again adapting from our previous sagnari Smartphones are increasingly affordable today. The num-
with the worst result. The matchings increased to 79%. In the, of users and applications is increasing at a fast pace.
last scenario, we decrease the distance between the RSUg iy of them are concerned with infotainment, where traffic
400m. This way, we reduce the road segment. Again, in ogfonitoring lies within. This scenario along with upcoming
worst scenario, the matchings increased to 82% (Fig. 18). |EEE 802.11p devices has the potential to guarantee enough
participation for the system operation.

120 As future work, we will implement a prototype using
. 100} ] IEEE 802.11p. Moreover, we are planning to implement traffic
E 80} w | forecast for specified periods, based on historical data.
a4
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