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Abstract—Traffic monitoring and control are becoming more
and more important as the number of vehicles and traffic jams
grow. Nevertheless, these tasks are still predominantly done
by visual means using strategically placed video cameras. For
more effectiveness, proposals to improve the traffic monitoring
and control should consider automated systems. In this pa-
per, we propose COTraMS (Collaborative and Opportunistic
Traffic Monitoring System), a system which monitors traffic
using available IEEE 802.11 networks. COTraMS is collabo-
rative because the user participation is essential to define the
vehicle movement, and opportunistic because it uses existent
available information. To evaluate the performance of COTraMS,
a prototype is implemented using an IEEE 802.11 b/g network.
Measurements from a real public wireless network, in Rio de
Janeiro, demonstrate the possibility of obtaining traffic conditions
with our proposed monitoring system. In addition, we analyze
COTraMS via simulation to evaluate its performance in scenarios
with larger number of vehicles. The comparison of the obtained
results with data obtained from GPS shows a high accuracy in
detecting both the position of the vehicle and the estimation of the
road condition, using a simple architecture and a small amount
of network bandwidth.

I. I NTRODUCTION

With almost two billion vehicles in circulation [1], preven-
tive actions to identify congested areas and to reroute carsare
needed. Those actions can benefit from automatic monitoring
systems, which are still not widely installed. Presently, traffic
monitoring is frequently performed by visual inspection, using
video cameras [2], [3]. These systems are inefficient since they
can neither react nor foresee potential circulation problems.
Sensors installed along the roads are also widely used [4],
[5]. These sensors have the advantage of registering only
a signal each time a vehicle passes over them, resulting
in small control overhead in the network. Although they
are able to detect vehicle characteristics such as the length,
number of axles, distance between axles, and vehicle total
mass [6], each inductive loop detector, including hardwareand
controllers, costs thousands of dollars (around US$8,000)[7].
As a consequence, transportation departments all around the
world are searching for novel automated systems, providing
reliability at low cost [8]. In this direction, Haoui et al.
propose a low cost vehicle detection system called Sensys
Networks’ VDS240 [9], [10]. This system is composed of
small wireless magnetic-resistive sensor nodes on lanes, access

points inside boxes placed at the road side, repeaters, and a
traffic management center. To define the vehicle speed, the
system uses the distance between the two nodes divided by
the difference between vehicle arrival times, taking the vehicle
length into account. This level of detail is a consequence of
the main goal of VDS240 which is to detect the vehicle speed
with high precision.

Thanks to the dissemination of smartphones, many auto-
mated systems proposals combine the use of GPS (Global
Positioning System) [11], [12] with 3G [13], [14] or
IEEE 802.11 [13], [15]–[17] networks to determine the vehicle
density and location. This information is sent to a central unit
for control. According to Kalic et. al [18], even using the
slowest transmission rate, the battery consumption of 3G is
similar to an IEEE 802.11 interface. Nevertheless, for GPS-
based systems, energy is also consumed by the GPS to define
the location of the vehicle. Combining GPS with 3G or
802.11, the battery consumption of a smartphone is three times
larger than using only IEEE 802.11 [17], [19]. An additional
problem of the 3G, besides the cost to the final user, is the
limited maximum rates imposed to users to avoid network
congestion [20]. Thus, avoiding GPS and 3G connections,
one could think of saving battery consumption and avoiding
limited transmission rates, respectively.

In this article, we propose a low cost Collaborative and
Opportunistic Traffic Monitoring System (COTraMS) to pro-
vide information regarding vehicles location. From this in-
formation, we infer traffic conditions collaboratively. The
basic idea is to rely on user cooperation to keep the system
economically viable and scalable. In addition, compared to
other proposals, COTraMS has smaller control overhead, since
only one packet is needed to infer the traffic conditions in a
road segment between two Road Side Units (RSUs). Similar
to VDS240, for instance, COTraMS generates a small traffic
on the network. Nevertheless, unlike VDS240, COTraMS is
designed for traffic monitoring and does not need to obtain
precise information regarding individual vehicle speed. As
a consequence, CoTraMS does not rely on sensors on the
lanes and may represent a cheaper solution. In COTraMS,
mobile nodes are in charge of defining the best moment
to send information regarding their location using available
IEEE 802.11 networks. This data is maintained by a central
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unit, which processes the information received before sharing
the consolidated outcome with the users.

We have implemented a COTraMS prototype using
IEEE 802.11 networks. Users inside vehicles hold mobile
devices (e.g., smartphones) to communicate with Road Side
Units [15]. This scenario is based on the huge popularity
of smartphones but also motivated by the increasing number
of projects offering wireless access in urban areas, using
IEEE 802.11. COTraMS infers the location, direction, and
speed of vehicles, with no need for new investments or
modifications to existing protocols. The only information
needed is obtained from IEEE 802.11 beacon frames, which
are periodically sent by access points (APs) according to the
IEEE 802.11 standard. Users only need an 802.11-equipped
mobile device to participate in the system. COTraMS does
not use the GPS. Nevertheless, COTraMS is not limited to
IEEE 802.11 networks. Our experimental results show that
it is possible to monitor the traffic conditions based on the
signal strength of beacons received by the wireless devices
inside vehicles. We have evaluated the accuracy of the results
compared to GPS data. Our results show that the obtained
values are very similar even with a signal strength as low as
−60 dBm.

We have also evaluated our proposal using a simulation
tool. In order to keep the conditions as real as possible, the
simulations use a mobility model with lane changes using
the Network Simulator 3 (NS-3) [21]. We vary the number
of lanes, vehicle types, and speed. We also use obstacles on
the road to produce speed variations. To analyze the system
scalability, we increase the number of vehicles. The obtained
results show a high accuracy in detecting the vehicle position
on the road and, consequently, estimating the traffic conditions.
Even in large scenarios, we are still able to attest the efficiency
of the proposed monitoring system, since the traffic conditions
generating a few control messages also permits a high accuracy
(i.e., more than 90% accurate in most scenarios).

This article is organized as follows. Section II details
the traffic monitoring system, including its computation al-
gorithms. Section III presents the prototype we have im-
plemented using IEEE 802.11 b/g. Section IV analyzes the
experimental results while Section V concludes the articleand
investigates future work.

II. T RAFFIC MONITORING SYSTEM

We assume that improving the traffic conditions requires
five steps: (1) data collection of vehicular speeds, (2) data
processing, (3) detection of traffic problems, (4) computation
of alternative routes, and (5) dissemination of information
(traffic conditions and alternative routes). In this work we
present a solution for steps (1), (2) and (5), which includes
the dissemination of traffic conditions to users, independent if
they are driving or not. Steps (3) and (4), which involve data
processing, are left out of the scope of this work.

In the following we present details about the requirements
and general architecture of COTraMS. The system is concep-
tually composed of a central unit, RSUs along the road, and
several client devices (On-Board Units (OBUs)). An OBU can

be any portable device running the client application inside a
vehicle on the road. It could be a notebook, tablet, smartphone
or any device equipped with an IEEE 802.11 interface. An
RSU, on the other hand, is an IEEE 802.11 access point. The
central unit processes the information received, and dissemi-
nates the traffic conditions to users.

A. General Requirements and Architecture
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Fig. 1: COTraMS architecture. RSUs provide location ref-
erences; collaborative vehicles inform their position to the
central unit; and the central unit infers the traffic conditions.

The operation of COTraMS requires: RSUs with known
geographical location, collaborative vehicles equipped with an
OBU, and a central unit. The OBU detects the moment when
the vehicle crosses each RSU and sends this information to
the central unit. The central unit organizes the obtained in-
formation, compares it with local knowledge, and periodically
disseminates the road segment condition. Fig. 1 presents the
proposed COTraMS architecture. Note that each road segment
is a portion of a road between consecutive RSUs.

The propagation conditions of the urban environment have
little influence on CoTraMS operation, for two reasons. First,
interference and packet losses may impact the precision of
OBU localization, but it has less influence in the precision
of vehicle speed assertion, which is based on the time the
vehicle takes to cross RSUs and on the length of the road
segment. Second, the main steps of COTraMS happen in a
region where the signal is stronger, in the vicinity of the
RSU. As a consequence, few received beacons are enough
to estimate the vehicle speed.

B. Central Unit Algorithm

The central unit is responsible for calculating the traffic
conditions of each segment. It must have a network connection
to the RSUs. To disseminate the traffic conditions to web users
who may be interested in such information, the central unit
also needs an Internet connection. Vehicles can also obtain
traffic conditions by accessing the central unit.

Vehicles send messages to the central unit via RSUs. The
messages arriving at the central unit contain the identification
of the OBU and of the RSU forwarding the message, as well
as the instant the OBU has crossed this RSU. The information
received from vehicles is used to compute the traffic conditions
as shown in the flowchart of Fig. 2. The average speedvi of
a vehiclei traveling on road segments is calculated as,

vi =
l

ts − ts−1
, (1)
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where l is the length of the road segment,ts is the moment
when the vehicle crossed the last RSU, andts−1 the moment
the vehicle has crossed the previous RSU. The average speeds
are recorded in a database in the central unit. Next, the
central unit calculates and shares the traffic condition, for
each road segment. The traffic conditions are periodically
published by the central unit, trading off processing overhead
and information freshness. On the other hand, the central unit
selects the most recent average speeds to take into account
in the computation of the traffic conditions ignoring outdated
information, as shown in Fig. 2.

When the central unit has information from at least two
vehicles on the same road segment (e.g. road segment 1
in Fig. 1), the central unit computes the harmonic mean of
the vehicle speeds to infer the traffic condition in that road
segment. The harmonic mean eliminates outliers, caused for
example by police cars or ambulances, which have the right
to run faster than others. The effectiveness of this solution has
been shown in a companion paper [15]. At the same time,
the slowest vehicle directly affects the traffic in other lanes.
This happens because the traffic flow depends on each roads
characteristics, e.g. number of lanes and maximum speed, and
on how people drive [22]. On the other hand, we have to
guarantee freshness of the traffic condition information. This
way, we give more weight to the current road segment in the
harmonic mean using:

HMRS(t) =
2

1
vi

+ 1
HMRS(t−1)

, (2)

wheret is the instant when the central unit calculates the road
conditions;vi is the average speed of OBU on the current
road segment, andHMRS(t− 1) is the previous harmonic
mean value on the same road segment. We must consider that
the initial speed att = 0 (HMRS(0)) is equal to a constant
k greater than zero. This constant can be the road speed limit
or an average value, for instance.

The number of road segments depends on the number
of RSUs and on the road characteristics. Each direction is
considered a different road segment. Therefore the number of
road segments is given byNRS = ((NRSU − 1) ∗ND), where
NRSU , andND are, respectively, the number of RSUs and the
number of directions.

Finally, to disseminate the traffic conditions via the Internet,
we have implemented two user interfaces. The first one is a
graphical user interface (GUI) which shows the road condi-
tions on a map, using the Google Maps API [13]. Traffic
conditions are represented by different colors: green (fast),
yellow (good), and red (slow). For users with equipment
with no graphic resources, the second interface provides text
information as a table, where each line indicates the road
segment, direction, and the traffic condition. Using the records
obtained in the last period, the central unit computes the
average speed on each road segment and periodically publishes
the traffic conditions (Fig. 2). The updated information is
periodically sent to the clients. Note that the central unitcan be
any machine in the Internet that can be reached by the RSUs.
Users have only to have Internet access to directly reach the
central unit or to access a web page containing all the compiled

information. In both cases, users have only to run standard
Internet protocols to communicate with either the central unit
or the web server.

We use the Google Maps API to calculate the distance
between each RSU, i.e., the road segment size (Fig. 1). The
central unit is able to infer the location and direction of a
vehicle, in real time, based on the information it sends.

Choose the next road 
segment

Filter vehicles by road 
segment

Is this the last 
road segment?

Filter the most recent 
records for this segment

Compute the harmonic 
mean for this road segment

Update the traffic condition 
for this segment

Publish the new 
traffic conditions

Yes

No

Input: Database with the speed and 
Instant OBUs have crossed RSUs 

Fig. 2: Flowchart of the algorithm periodically executed by
the central unit.

C. Client Algorithm

The client node can use various technologies to infer the
vehicle position. The vehicle needs to detect the moment when
it passes by an RSU to send this information to the central
unit. This instant is detected using the algorithm presented in
Section III. To evaluate our proposal in a real scenario, we have
implemented a prototype based on IEEE 802.11 networks,
detailed next.

III. IEEE 802.11B/G PROTOTYPE

We have used two IEEE 802.11b/g networks in our experi-
ments. The first one is a public network in operation at Avenida
Brasil, in Rio de Janeiro, Brazil; whereas the second one
is a controlled scenario built in the campus of Universidade
Federal do Rio de Janeiro (UFRJ). COTraMS is collaborative
because it relies on the information sent by user devices. In
addition, it is considered opportunistic since it uses gratuitous
information from IEEE 802.11 to obtain the position of the
vehicles. IEEE 802.11 access points periodically send beacons
(by default in every 100 ms) containing all the required
information for the system operation. The benefits of using
beacons are twofold. First, beacons carry information useful to
the system: the ESSID (Extended Service Set ID) of the access
point, the MAC address of the access point - BSSID (Basic
Service Set Identifier), the signal strength of beacons in dBm
- RSSI (Received Signal Strength Indication), and the time the
packet was sent. Second, beacons can be captured using 802.11
“monitor mode”, with no association to the access point and
thus not interfering with normal network operation.

Fig. 3 shows the communication process between OBUs,
RSUs, and the central unit. Every time an OBU is not
associated, therefore in monitor mode, it searches for a known
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ESSID. Upon detection of a known ESSID (Fig. 4), the OBU
associates to the RSU and starts the IP configuration process.
We use fixed IP addresses to avoid delays with dynamic
configuration (e.g., DHCP). In this step, the client application
stores the ESSID in the variablecurrentAP . The next step is
to assert the moment the vehicle crosses an RSU, i.e., when the
vehicle passes by an access point. Since the client stores the
value of the RSSI every second, to infer this moment, we use
the instant when the RSSI is 10dBm weaker than the strongest
signal previously stored (maxPower in Fig. 4). Then, the
OBU compares those two values and, when the strongest RSSI
received is at least 10 dBm stronger than the last RSSI, we
consider that the vehicle has crossed the RSU and is moving
away. The interval of 10 dBm is based on results obtained in
our previous experiments [15]. Note that the power value is
in dBm, represented by negative values in Fig. 5. Finally, the
vehicle sends the information about this moment to the central
unit and disassociates. To avoid the reassociation to the same
RSU, the variablepreviousAP receives thecurrentAP and
the variablecurrentAP is cleaned (Fig. 4).

Known ESSID detected

Association process

IP  configuration

Detect the moment when 

the vehicle is closest to 

the access point
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access point

Send the vehicle 
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DHCP release
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.

..

Fig. 3: Message exchange between an RSU, an OBU, and the
central unit.

If the client is associated to an AP, it sends its measurements
at the appropriate moment to the central unit. Otherwise, if
the client is not associated, it stores the measurements until
it associates to an access point. We use a sorted array, where
the strongest power is in the first position. If the information
is stored locally for a long period, it will no longer be useful
for real time monitoring. Nevertheless, it is still sent to the
central unit for historical information maintenance.

A. Road Information Gathering

Fig. 5 shows the signal power behavior of IEEE 802.11
beacon frames as the vehicle moves across different road
segments. In this case, the system considers that the vehicle
crossed the access point at22m40s, 23m50s, and24m40s,
when the signal is 10dBm weaker than the strongest signal
stored. The experiments presented in Section IV-A show that
RSSI with power near−70dBm is enough to assess the vehicle
location. A RSSI with at least−60dBm presents a discrepancy
between 3 and 8 meters. This information is obtained by
comparing the car position where the strongest signal poweris
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Fig. 4: The flowchart of the OBU algorithm.

observed with the access point physical location. These results
are very good since traffic monitoring systems do not require
a high level of accuracy to find vehicle location on roads [23].
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Fig. 5: Behavior of beacon frame signal power, collected in
Avenida Brasil.

The whole process of capturing and sending information
is possible without modifying any elements or protocols
from clients to the central unit. Even though we have only
experimented with open IEEE 802.11 networks, the utilization
of encryption schemes does not prevent the operation of
COTraMS. The client sends only one packet to the central unit
containing the MAC addresses of the AP and of the client, and
the time and the value of the beacon with strongest RSSI.

COTraMS is collaborative because each client is responsible
for receiving, processing, and transmitting the data. Using the
received information, the central unit can locate the vehicle on
the road using the last information sent by the client, indicating
which RSU it was associated to. Since the access point
location is known, it is possible to infer the part of road where
the vehicle is. To infer the vehicle’s direction, the central unit
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considers the last two RSUs the vehicle has crossed. COTraMS
also operates under intermittent connection. Enough data can
be obtained even when the access points are distant from
each other. The re-association process between AP (Access
Point) and STA (Station) is transparent to the user, according
to handoff rules defined on ANSI/IEEE Std 802.11 [24].
Section IV-A presents experiments evaluating the time needed
to establish a connection between client and central unit.

In scenarios where vehicles are on a bridge with another
road, above or below, the prototype presents an advantage to
define the vehicle location compared with GPS. The OBU
knows which road it is, defined by the ESSID. Thus, the OBU
knows which next RSUs the vehicle will find. Therefore, if the
vehicle receives beacons from RSUs of another road on cross-
roads or intersections, e.g., these beacons will be discarded.

To define the road segment condition, COTraMS only
considers one mean speed per vehicle, even when there are
various users inside the vehicle. We can distinguish more than
one passenger in a vehicle by detecting similar behavior of
the smartphone sensors [25].

It is worth mentioning that there is a boundary condition
to consider. Assume there are few vehicles on the road and
they are all “slow” drivers. The system would wrongly assess
the traffic as congested. To solve this case, in a practical im-
plementation, the definition of a minimum number of samples
would be required. Whenever the number of samples is below
the defined threshold, the traffic conditions would anyway
be considered good since the road would be free. On the
other hand, the higher the cooperation, the more precise the
average speed per segment. However, as demonstrated by the
simulation results of Section IV, we do not need information
from all vehicles on the road as long as the average over the
collected speeds meets the traffic conditions.

IV. PERFORMANCEEVALUATION

This section presents the experiments we have conducted
to validate COTraMS. In Section IV-A, we present the experi-
ments at UFRJ campus, Rio de Janeiro, Brazil, which evaluate
the time elapsed on each step of the COTraMS prototype. In
Section IV-B, we present the experimental data collected in
Avenida Brasil public 802.11 network. In both experiments,
we have used one vehicle to collect data from the IEEE 802.11
network and from a GPS. These data are compared and the
obtained result is used to validate the proposal. For larger
scenarios with higher number of vehicles we use simulation,
as described in Section IV-C.

We use a GPS modelu-blox EVK-5H which gives the
position of the vehicle four times per second. Those GPS mea-
surements provide a baseline for the precision of COTraMS
in terms of defining the vehicle position. As for the traffic
conditions, we have defined three speed intervals: from0 to
40km/h, COTraMS indicatesSLOW traffic; from41 to 80km/h,
traffic is consideredGOOD, and above80km/h, it is considered
FAST [26]. When COTraMS and GPS results indicate the
same interval, we We consider the precision satisfactory. These
intervals are similar to others used in known traffic monitoring
systems [13], [27].

A. Algorithm Performance

To measure the time needed to perform each step of
COTraMS, we implement a scenario in the university campus
at Ilha do Fund̃ao. We use a kit to represent the RSU (Fig. 6),
which consists of a DIR-320 D-Link router, a 32GB USB flash
drive, a voltage regulator, and a battery of 12V/7Ah. The client
application is executed on a Sony Vaio laptop with I5-3210m
processor, 6 GB RAM, hard disk of 640GB, and an 802.11
interface. The road segment shown in Fig. 6 is 900 m long. A
constraint of this scenario is the speed limit of 40 km/h.

Fig. 6: Experimentation scenario at UFRJ campus.

Table I presents the connection time at different speeds from
the moment the vehicle receives the first beacon of a known
ESSID until the end of the dynamic IP address configuration.
The limitations of the IEEE 802.11 b/g are concerned with
mobility. The higher the vehicle speed, the higher the loss
rate. Thus, the time needed to connect is longer when the
vehicle is faster. On the other hand, connection time is reduced
when static IP addresses are used in the clients. It is worth
mentioning that during the experiments, we have detected
around 11 IEEE 802.11b/g networks on channels 9 and 11.

TABLE I: Time needed for RSU association.

Speed 20 km/h 25 km/h 35 km/h 40 km/h
Time < 1 sec 4 sec 7 sec 9 sec

Fig. 7 presents three events which occur when the vehi-
cle crosses an access point. The highlighted lines show the
moments when the vehicle (1) finds the access point, i.e.,
receives the first beacon of the ESSID; (2) starts the association
process to the access point and; (3) finishes the association
process. The fourth event not shown in the figure occurs when
the vehicle sends information to the central unit. Since only
one packet is sent with vehicle information using UDP, the
time interval between sending and disassociating is negligible.
In this experiment, the vehicle speed varies between 35 and
40km/h and the whole process lasts for 20 s, in the worst case.
From these 20 s, the initial 10 s are used for RSU association
and the last 10 s are used to detect the best instant to send
the information to the RSU. This time is not necessarily the
same in other scenarios with shorter connectivity intervals. In
this case, the disassociation process would occur immediately
after the on-board unit receives the signal with the strongest
measured power detected, if the following signal is 10dBm
weaker. Experiments using fixed IP addresses on OBUs reduce
the necessary time to receive network configurations from 3
to 9 s to less than 1 s.
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Fig. 7: Time elapsed on each step of the algorithm when the
vehicle crosses four access points.

B. Experiments in Avenida Brasil

In this scenario, we have a daily flow of 250,000 vehicles
and a varied urban architecture shaping. Fig. 8 illustratesthe
17 IEEE 802.11b RSUs used. The geographical coordinates
and MAC addresses of all access points are included in the
central unit’s database. The distance between the RSUs varies
from 150 to 1,100m. We collect beacons using a client appli-
cation executed in a smartphone Nokia N900 running Maemo
Linux. We have changed the device to another one with longer
battery autonomy compared with those used in the UFRJ
campus because the current evaluation takes more time. We
use an Intel Atom N450 laptop with 2GB RAM, Linux, and an
internal IEEE 802.11 interface. This laptop is used to connect
to the GPS. We also use a GPS, described in Section IV,
to assess the precision of our proposed monitoring system
and collect information about time, date, speed, direction, and
geographical coordinates.

Fig. 8: Avenida Brasil RSUs mapping.

To map the position of the RSUs (coordinates), we use
three information sources: Google Maps with Street View,
data obtained from GPS, and signal power measured with
the technique of war driving [28]. As shown by Cheng et
al. [29], there are several algorithms to perform this mapping.
We consider that the RSUs is located where the strongest
signal is detected because, in our scenario, all RSUs will be,

at a given moment, close to the mobile scanning device [15].
Figs. 9 and 10 show the results for the data collected in

part of the Avenida Brasil. Fig. 9 plots the signal power of
the received beacons. The seven access points in this part of
the avenue (6.8km long) transmit the strongest signal power
around −60 dBm, allowing high accuracy, as described in
Section III-A. Fig. 10 presents the harmonic mean of speeds
collected by the GPS at each road segment and the results
of COTraMS. The speed on the road segment is calculated
using Equation 1. The distance between consecutive RSUs
varies from 250 to 1,100 m. In this road segment, we do not
have traffic jams. Moreover, we observe that the results of
COTraMS are quite similar to those obtained with the GPS.
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Fig. 9: RSSI received by the client node in the first part of
Avenida Brasil with 6.8 km.
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Fig. 10: Estimated traffic condition on the first part of Avenida
Brasil with 6.8km.

Figs. 11 and 12 present the results obtained in another part
of the Avenida Brasil road, with 4.2km. In this segment, we
have a wide speed variation as a consequence of traffic jams.
Once again, the results obtained with the proposed method are
very close to the simple harmonic mean of the GPS speeds.
Hence, our results match again the predefined speed intervals.

C. Simulation Results

In this section, we present the experiments using the NS-
3 simulator [30]. We employ an Intelligent Driver Model
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Fig. 11: RSSI received by the client node in the second part
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Fig. 12: Estimated traffic condition on the second part of
Avenida Brasil with 4.2 km.

(IDM) to generate realistic vehicle mobility together with
the MOBIL lane change model, that provides lane-changing
rules for a wide class of car-following models. Both models
were proposed by Treiber and Helbing [31] and implemented
by Hadi [21]. Hadi has implemented an NS-3 simulation
module that represents a straight multiple-lane bi-directional
highway. The module manages the mobility of vehicles on the
road. Thus, vehicles can move with realistic mobility models,
communicating with each other to form a vehicular network.
We have used customized RSUs and OBUs to implement
COTraMS in our simulation scenarios.

In the IDM model, the variation of the vehicle speed
depends on its current speed, its target speed, and on the
position and speed of the vehicle immediately ahead in
the same lane. Each vehicle has the following parameters:
desired speed, safe time headway (time needed to cover the
gap between two vehicles), acceleration in free-flow traffic,
comfortable breaking deceleration, and desired minimum
distance from the vehicle ahead. These parameters and the
current state of the vehicle and vehicle in front are used
to update the speed and position of the vehicle. For auto-
injection of vehicles in the road, there is aninjection
gap parameter that specifies the minimum distance between
two vehicles entering the road. The parameterinjection
mix value is the percentage of cars and trucks, where 100

corresponds to 100% of cars.

Model Evaluation: To evaluate the used models, we have
defined a road with the parameters presented in Table II. Part
of the scenario is illustrated in Fig. 13.

TABLE II: Parameters used on simulation.

Parameter Value
Road length 5200
Lane width 5

Number of lanes 3
Number of RSUs 9
Road segments 16
Two directions True
Lane change True
Auto inject true

Injection gap 600
Injection mix value 100
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Fig. 13: Illustration of part of the validation scenario.

We have positioned obstacles every 500m over the right
lane to force cars to change lanes. As a consequence, we have
speed variations from cars independent whether they change
lanes. In addition, we have also created another scenario with
only one lane to check if one obstacle is enough to close one
lane. In this case, all vehicles are in front of the first obstacle.

Experiments and Results:The goal now is to evaluate the
scalability of COTraMS with large number of vehicles. This
number varies with the injection rate of vehicles in the road,
being always at least 130. The experiments include cars and
trucks to simulate a real scenario, where the mix of vehicles
with different cruise speeds render the traffic condition asser-
tion more difficult. The experiments are based on scenarios
with some fixed parameters, shown in Table III. Additional
variable parameters are described later this section.

We simulate a GPS in each vehicle to have the vehicle
location every 0.25 seconds and to compare the simulation
results of the proposed system. The generated condition of
the road segment, obtained with the GPS, is calculated using
the harmonic mean of all information from vehicles. Again,
we consider a good match when both results are at the same
interval defined in Section IV.
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TABLE III: Fixed parameters used on simulation.

Parameter Value
Simulation Time 900 seconds

Extension 18,200m
Number of Ref. Points 36

First AP 500m
Between APs 500m
Width lane 5m

Number of lane 2
Number of Vehicles 120 to 190

We vary the speed limit of cars and trucks as follows: (1)
car - 110 km/h and truck - 80 km/h; (2) car - 100 km/h and
truck 80 km/h; and (3) car 90 km/h and truck 70 km/h. Based
on the speed limit, the minimal distance between vehicles is
70m, 60m, and 50m [32], respectively. We vary the number
of free lanes and use obstacles on the road, every 500m, to
simulate specific problems, e.g., individual incidents or bus
stop. These obstacles are on the far right lane of the road
(lane 1), or randomly distributed (lane 1 to 6).

When we have three lanes, even with obstacles, we always
have more than 90% matches [26] when compared with the
GPS harmonic mean (Fig. 14). If we have four or more lanes,
we always have more than 94% matches (Fig. 15). In these
scenarios there are more than 300 vehicles.
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Fig. 14: Scenario with three lanes - more than 90% correct.
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Fig. 15: Scenario with four lanes - more than 94% correct.

In scenarios with 100% of cars or 100% of trucks on the
road, even if we use obstacles (every 500 m), the results
are 100% correct when compared with GPS results, and are
therefore omitted for sake of conciseness. This is because the
speed variation is smaller than in scenarios where we have
mixed traffic.

Using a pessimistic scenario, we apply only two lanes with
and without obstacles. The parameters and results are shown
in Tables IV, V, and VI. The results are concerned with the
last 60 s of simulation, when we have vehicles in all road
segments. Since we use the harmonic mean to define the road
segment condition, we have very similar results (less than 5%
of variation) even if we discard, randomly, at least 50% of the
information sent by vehicles, simulating packet losses.

TABLE IV: Results - Car - 110km/h and Truck - 80km/h.

Number of vehicles Cars Trucks Obstacles Matching
166 70% 30% No 77%
169 70% 30% Random 77%
169 70% 30% Fix 83%

164 50% 50% No 83%
158 50% 50% Random 80%
160 50% 50% Fix 81%

137 20% 80% No 93%
134 20% 80% Random 88%
132 20% 80% Fix 88%

134 10% 90% No 93%
118 10% 90% Random 91%
130 10% 90% Fix 89%

TABLE V: Results - Car - 100km/h and Truck - 80km/h.

Number of vehicles Cars Trucks Obstacles Matching
183 70% 30% No 95%
182 70% 30% Random 69%
182 70% 30% Fix 78%

170 50% 50% No 90%
178 50% 50% Random 65%
177 50% 50% Fix 75%

149 20% 80% No 95%
143 20% 80% Random 82%
144 20% 80% Fix 92%

131 10% 90% No 100%
130 10% 90% Random 97%
131 10% 90% Fix 88%

TABLE VI: Results - Car -90km/h and Truck - 70km/h.

Number of vehicles Cars Trucks Obstacles Matching
195 70% 30% No 100%
192 70% 30% Random 83%
196 70% 30% Fix 86%

185 50% 50% No 100%
187 50% 50% Random 89%
188 50% 50% Fix 78%

162 20% 80% No 100%
154 20% 80% Random 82%
152 20% 80% Fix 91%

149 10% 90% No 100%
145 10% 90% Random 97%
140 10% 90% Fix 91%

In another experiment, we randomly discard from 10% to
50% of the data sent from OBUs. This experiment simulates
packet losses due to interference or network congestion. It
can also simulate a scenario where only a fraction of the
vehicles collaborate to the system. We have executed 1,000
rounds for each discard rate achieving an average of matchings
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close to the scenario with no packet discards. Nevertheless, the
variance increases from 20% discards on, because information
from cars or trucks is discarded randomly (Fig. 16).
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Fig. 16: Random discard of 20% of the data sent from OBUs.

Our simulation results show that COTraMS works with
more than 90% of matchings on large scenarios, with high
number of vehicles and lanes, even with stopped obstacles
every 500 m (Fig. 14). The most difficult scenario for CO-
TraMS is where there are various obstacles on the road (and
only 2 lanes). The reasons are the frequent speed variation
inside the road segment, due to change of lanes, and the mixed
traffic, with different time acceleration in free-flow traffic and
breaking deceleration.

Considering the results of this worst-case scenario, we
test three additional setups. First, we increase the simulation
time (800 and 900 seconds) and we repeat the scenario with
the worst result (Line 5 of Table V, that produced a 65%
matching). For 800 s, the average of COTraMS results were
similar to GPS results, again, in the last 60 seconds, in 82%.
For 900s, the matchings increased to 85% (Fig. 17). This rate
can vary to 3% according to the kind of vehicle inserted in
the road. Although the number of vehicles is an important
parameter, the kind of vehicle has more influence on the
traffic behavior. Second, we increase the distance between the
obstacles to 700 m, again adapting from our previous scenario
with the worst result. The matchings increased to 79%. In the
last scenario, we decrease the distance between the RSUs to
400 m. This way, we reduce the road segment. Again, in our
worst scenario, the matchings increased to 82% (Fig. 18).
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Fig. 17: Worst-case scenario with duration of 900 s.

Our experiments do not measure the consequence caused
by the higher number of vehicles trying to connect. However,
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Fig. 18: Worst-case scenario with 400m between RSUs.

the number of devices connected to the RSU is limited by the
coverage area, reducing potential scalability problems.

V. CONCLUSION

This article has presented COTraMS, an opportunistic sys-
tem for collaborative traffic monitoring. To evaluate the per-
formance of COTraMS, we have implemented a prototype
using IEEE 802.11b/g networks. In this prototype, it is not
necessary to change either the network infrastructure or its
protocols. Experiments performed with data obtained from
real environments, in the UFRJ campus and on Avenida Brasil
road, both in Rio de Janeiro, Brazil, have shown high accuracy
in detecting the position of the vehicle as well as in estimating
the traffic conditions when compared with the data obtained
through GPS. COTraMS has small bandwidth overhead, since
only one packet per vehicle is needed to infer the traffic
conditions in each road segment.

We have also extrapolated the evaluation of COTraMS using
simulation. The results show that COTraMS can still providea
good match even with a higher number of client nodes. These
results include more than 90% matches when we have three
or more lanes, even with constant obstacles on the road, and
mixed traffic.

Smartphones are increasingly affordable today. The num-
ber of users and applications is increasing at a fast pace.
Many of them are concerned with infotainment, where traffic
monitoring lies within. This scenario along with upcoming
IEEE 802.11p devices has the potential to guarantee enough
participation for the system operation.

As future work, we will implement a prototype using
IEEE 802.11p. Moreover, we are planning to implement traffic
forecast for specified periods, based on historical data.
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