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Abstract—In this paper, we present the information provided
by Xen and OpenFlow that can be used as the context of virtual
networks. In addition, we discuss the actions that can be taken
based on the context monitored. The context information and
these actions can be used to develop reasoning mechanisms to
manage the resources allocated for the multiple virtual networks.

I. I NTRODUCTION

The current Internet architecture allows only one protocol
stack running over the physical substrate. Thus, packets from
all applications are forwarded according to a single model.
In order to provide customized services for the different
applications in the future Internet, researches have proposed
a pluralist architecture, which allows different protocolstacks
running simultaneously over the same shared physical sub-
strate [1]. Most of the pluralist architectures proposed are
based on the concept of network virtualization. The idea is
to run multiple virtual networks with the substrate providing
separate resources for each network [2]. Thus, the efficient
sharing of the underlying network resources is a fundamental
challenge. In Horizon project, we have introduced a piloting
system to deal with the resource-allocation problem among
the different virtual networks. This system is context aware,
thus, we have to first monitoring the environment to acquire
context information surrounding a network element, reasoning
about the context acquired and then act to achieve a goal.
In this paper, we focus on the context information we can
acquire from physical and virtual networks and also on the
actions we can take to pilot these networks. We also present the
prototypes of virtual network elements developed in Horizon
project, discuss context information utilization, and we also
point out our future directions.

II. M ONITORING AND ACTING ON V IRTUAL NETWORKS

Currently, we have developed two testbeds to evaluate
virtual networking. The first one uses Xen to implement virtual
routers and the second one are developed with OpenFlow
switches. Both consider centralized network management by
using a controller node. This node is now acting as the piloting
system: it receives and stores all the context information
acquired by sensors but the decisions and actions are taken by
the network administrator. Thesensors are programs running
on each physical network element, routers and switches, and
also on each virtual element, virtual machines running on
a physical router. Basically, the sensors acquire context by
using measurement tools and then process and represent the
information using XML (eXtensible Markup Language). Thus,
when the controller needs the context, it sends a request to the
sensors.

With Xen, we can acquire context information about compu-
tational resources and network states. Withxentop, for each
virtual router, sensors acquire the CPU usage, the memory
usage, the number of CPUs allocated, and the number of
virtual network interfaces for each virtual router. We havealso
estimated the usage of physical CPUs summing the usage of
virtual CPUs. The topologies of physical and virtual networks
are discovered withnmap. Thus, a node knows its neighbors,
physical and virtual, and can determine the RTT to them by
using ping. Finally, with ifconfig, sensors acquire the
number of packets/amount of bytes transmitted and received
by each physical and virtual interfaces and thus we can
calculate the transmission and reception rates. With OpenFlow,
we can obtain context information related to switch ports and
flows. For both, sensors acquire the number of packets/amount
of bytes transmitted and received. For a flow, we can also
determine its duration, priority, and idle time. We can also
estimate the CPU usage by counting the number of messages
exchanging between the controller and the switches and the
memory usage based on the size of flow tables.

Xen and OpenFlow allow toinstantiate/delete and also to
migrate network elements and flows andset its resource-
allocation parameters. These are the basic actions we are
proposing for the piloting plane. For example, traffic engi-
neering can use the migrate primitive to move virtual network
elements/flows along the physical infrastructure to minimize
energy costs or other objective functions.

III. F UTURE DIRECTIONS

We are now defining the techniques used to represent the
context acquired and defining reasoning mechanisms to enable
the piloting system to act autonomously. The alternatives are
to develop a knowledge base by using facts and rules and
ontology and also to use contextual graphs. The reasoning
technique must be chosen by taking into account its complex-
ity and, consequently, its time to react to network changes.
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