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Abstract—In this paper, we propose to use OpenFlow as a
platform for creating a virtual network environment. We analyze
the advantages and disadvantages of using OpenFlow and develop
a prototype to manage virtual networks. Our prototype allows
network visualization, network monitoring, and flow control. Our
analysis shows that the developed prototype can be used as the
basis for creating a pluralist network infrastructure with high
performance, easy management, and high security.

I. I NTRODUCTION

Although the Internet is a great success, it cannot handle
new requisites such as end-to-end quality of service, security,
and mobility. Hence, new approaches are being proposed and
many researchers believe that the new Internet architecture will
be based in a pluralist model [1]. This model states that the
network must support multiple protocol stacks simultaneously.
Hence, specialized networks could be created to solve specific
problems, while the current Internet would be used for general
purpose applications.

This paper addresses the issue of using OpenFlow as the
platform for creating a pluralist network. We developed a
prototype that provides the basic functions for managing
virtual networks on a pluralist network based on OpenFlow.

II. T HE OPENFLOW PLURALIST PROTOTYPE

OpenFlow [2] is a Stanford initiative for using the wiring
closets on university campus for the production network and
also for experimental networks. It is based on a model that
provides a physical separation of the network forwarding
function and the network control function. The forwarding
elements are dummy elements that have a generic shared
forwarding table. They only forward the packets based on
pre-established rules in their forwarding tables. The control
of each virtual network is centralized on the element called
network controller, which can access and configure all the
forwarding elements. The main advantage of OpenFlow for
creating a pluralist environment is its shared forwarding table.
OpenFlow is based on the idea that each flow is described not
only by IP addresses, but also by all header fields in the packet.
Every time the first packet of a new flow reaches a forwarding
element, it is forwarded to the controller. Then, the controller
sets a path for the following packets of that flow in the
chosen forwarding elements. Also, the controller can orderthe
forwarding elements to modify header fields before forwarding
the packets. This makes OpenFlow a flexible infrastructure that
can be used for creating a pluralist platform.

We developed our prototype based on Nox [3], which is
an OpenFlow controller. First, we selected the functions that

should be available when managing virtual networks that
share the same physical medium. Then, we developed Nox
modules to create a platform for virtual network management
via web service. Among the available functions, we visualize
the network topology and monitor all the operations running
on the network, such as the throughput of a specific flow or the
throughput of a virtual network. Besides creating/deleting flow
rules, our platform can move the flows from one forwarding
element to another on real time, without packet losses.

We analyze our prototype in a testbed with personal com-
puters and also with wireless routers running OpenFlow. The
results show that our implementation is stable and can be used
to manage the network with low complexity and low delays.
Indeed, we believe that this prototype can be used for real-time
control of the network.

III. C ONCLUSION AND FUTURE WORK

Our analysis shows that OpenFlow is a promising tool for
creating a new platform for a pluralist network, not only
because it allows multiple networks to run in parallel, but
also because it virtualizes the network without a significant
impact in the performance. Our prototype already presents the
main functions needed for piloting virtual networks, because
it can sense and change all the parameters of the network.
Moreover, our prototype allows easy and flexible management
of the virtual network infrastructure. The next steps will be the
creation of intelligent mechanisms to control our prototype,
which, up to the moment, is manually piloted. Also, we
will invest on mechanisms to guarantee the virtual network
isolation and minimal quality of service requirements for each
virtual network. We also intend to develop new solutions for
creating domains in OpenFlow networks, so that it can be used
in large scale networks.
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