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Abstract

Many corporations rely on disaster recovery schemes to keep their computing and network services running after unexpected situations, such as natural disasters and attacks. As corporations migrate their infrastructure to the Cloud using the Infrastructure as a Service (IaaS) model, Cloud providers need to offer disaster-resilient services. This article provides guidelines to design a data center network infrastructure to support a disaster-resilient IaaS Cloud. These guidelines describe design requirements, such as the time to recover from disasters, and allow the identification of important domains that deserve further research efforts, such as the choice of data center site locations and disaster-resilient virtual machine placement.
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I. INTRODUCTION

Cloud Computing is revolutionizing the way IT services are deployed and consumed. Under the Infrastructure as a Service (IaaS) model, clients can outsource their entire IT infrastructure, running services inside virtual machines (VMs) hosted at the provider’s substrate. To encourage IaaS subscriptions, Cloud providers usually employ resilient servers and network infrastructure [1].

Resilience of network services can be expressed as a Quality of Service (QoS) metric or, more specifically, as a Quality of Resilience (QoR) metric [2]. Typical QoR metrics are the service availability and time to recover from failures. QoS evaluation, on the other hand, addresses other metrics such as network latency and packet loss ratio. Generally, IaaS Cloud providers express their QoR in terms of VM availability over a given time interval, defining it as a Service Level Agreement (SLA). For example, Amazon Elastic Computer Cloud (Amazon EC2)² and Rackspace Cloud Servers³ guarantee an IaaS availability of 99.95% and 100%, respectively. In such cases, the service is considered unavailable if all running VMs of a client have no external connectivity. The IaaS provider commitment is to refund the client proportionally to the experienced downtime. Some IaaS providers also define resilience in terms of the redundancy of their infrastructure. For example, Rackspace specifies that its physical servers are equipped with RAID 10 technology and have redundant power supply. Moreover, Rackspace’s physical

¹This paper was accepted for publication in the IEEE Communications Magazine October 2014 issue. All rights are reserved to IEEE. ©2014 IEEE.
²Amazon EC2 SLA is online at http://aws.amazon.com/ec2-sla.
³Rackspace Cloud Servers SLA is online at http://www.rackspace.com/information/legal/cloud/sla.
network is dimensioned so that one failure in an upstream switch halves the bandwidth, instead of leaving the whole service down.

A common characteristic of all mentioned IaaS SLAs is that they do not cover failures out of the IaaS provider’s control (e.g., a denial of service attack) and other force majeure events, such as hurricanes. In other words, a typical IaaS SLA does not consider disaster resilience. Nevertheless, an IaaS provider could be disaster-resilient, guaranteeing a given QoR after a disaster occurrence [3].

A disaster-resilient IaaS provider employs backup VMs in standby mode, which are only activated upon a disaster. Moreover, a working VM must be geographically isolated from its backup so that a disaster does not affect both. Hence, the DC needs to be geo-distributed and requires a Cloud network that is itself resilient to disasters and cost-effective. The design requirements for disaster-resilient IaaS scenarios are still an open issue, despite of their importance to allow Business Continuity Planning (BCP) for IaaS providers. BCP consists of several requirements, technical or non-technical, to guarantee that some services are available even when disasters occur. To make the IT infrastructure compliant with the organization’s BCP, the IT staff must adopt a process called IT Service Continuity Management (ITSCM), which can be performed according to different frameworks, such as the set of procedures defined in the Service Design stage of the Information Technology Infrastructure Library (ITIL) [4] and the standard ISO/IEC 24762:2008 [5]. Implementation and testing of recovery schemes are examples of such procedures.

This work provides guidelines to design a DC network infrastructure supporting a disaster-resilient IaaS Cloud, organized as interrelated phases. The first one starts with the initial design considerations, such as assessing disaster risks and defining client requirements. In subsequent phases, disaster recovery mechanisms are chosen, as well as the network infrastructure and the VM placement scheme. It is important to note that our proposed guidelines do not intend to replace existing ITSCM frameworks, which have a broader scope, but act in conjunction with them to support a disaster-resilient IaaS Cloud. Moreover, we draw attention to incipient research topics, such as the physical design of a geo-distributed DC and the placement of VM backups.

II. GEO-DISTRIBUTED DATA CENTER NETWORK DESIGN

The sites of a geo-distributed DC are spread over a geographic region and connected through a Wide Area Network (WAN). The geo-distribution increases the resilience of the Cloud network and makes DC sites closer to end users to reduce the access latency. Figure 1 illustrates a geo-distributed DC. Each dashed circle is a DC site, where servers are connected using an intra-DC fabric, composed of racks and Top of Rack (ToR) switches connected to core switches. DC sites can host different numbers of servers and are interconnected using long-haul links. Some sites may employ redundant links between each other to improve resilience. Finally, cloud users access DC services through gateways spread over the network.

Based on the literature about disaster resilience in optical WANs [6], [7], [8] and resilience in Clouds [1], [3], we draw guidelines to design a DC network infrastructure supporting a disaster-resilient IaaS Cloud, consisting of five interrelated phases summarized in Table I. “Planning” is the first phase, where all design requirements are defined. The “Modeling” phase is employed to describe the relationship between the requirements and the DC components designed on the next three phases. The “Modeling” phase should be executed after the end of each of the three upcoming phases, to improve the model according to the employed mechanisms. Based on the requirements, at the “Selection of Disaster Recovery Mechanisms” phase the DC designer makes, among other design decisions, the choice of the frequency in which backups are performed for each type of client. The “Site Placement and Topology Design” phase is employed to design the WAN infrastructure, based on the backup frequency and other requirements, by dimensioning the
network capacity and the number of servers installed in each DC site. Finally, at the “Selection of VM Placement Mechanisms” phase the designer selects and configures mechanisms to place VMs based on the WAN and on the design requirements. Normally, the three last phases should be executed in the order given in Table I. Nevertheless, a designer might go back to a previous phase if its decisions precludes the accomplishment of the current phase. For example, when the chosen backup frequency demands an unfeasible WAN network capacity. Next, we detail each of the proposed phases. Some are organized in tasks, which consist of generic procedures important to accomplish each phase. Nevertheless, the list of tasks is non-exhaustive and thus more specific tasks can be added to each phase depending on the considered scenario and technologies.

### Table I

**Geo-distributed DC Design Phases**

<table>
<thead>
<tr>
<th>Name</th>
<th>Design Goals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Planning</td>
<td>Assess possible disaster risks, define QoR and QoS requirements and budget constraints.</td>
</tr>
<tr>
<td>Modeling</td>
<td>Define network and failure models to be used on all design phases.</td>
</tr>
<tr>
<td>Selection of Disaster Recovery Mechanisms</td>
<td>Select the mechanisms of disaster detection, VM recovery, and network reconfiguration after disasters.</td>
</tr>
<tr>
<td>Site Placement and Topology Design</td>
<td>Define which locations in a geographical area are used by DC sites and design the interconnection WAN.</td>
</tr>
<tr>
<td>Selection of VM Placement Mechanisms</td>
<td>Select mechanisms to place VMs on the DC, specifying their policies regarding the isolation of backup and working VMs and the fulfillment of QoS and QoR requirements.</td>
</tr>
</tbody>
</table>

### A. Planning

In this phase, the initial DC design planning is performed through the following tasks.

1) **Definition of Disaster Risks:** Disaster risks are disaster situations to be considered in the Cloud network design, such as large-scale power outages and hurricanes. To this end, all the possible disasters need to be listed and their effect on the DC infrastructure assessed. From this list, a subset of disaster types is selected for the next phases by analyzing the importance of each one. For example, the provider may want to ignore an unlikely disaster type.

As disasters are difficult to predict, more generic disaster situations can also be considered. For instance, one strategy could be to design a DC resilient to any entire-site or link failure, or
to failures on all elements inside a region [6].

2) Definition of Disaster Resilience Requirements: In this task, the Cloud provider defines the QoR and corresponding SLAs. The average values of QoR, such as the availability used by Amazon EC2, are generally not suitable for qualifying the disaster resilience of an infrastructure, since disasters can be very rare [1]. Instead, the most common disaster-related QoR metrics are the Recovery Time Objective (RTO) and the Recovery Point Objective (RPO). RTO accounts for the time needed to restore a service after it has been affected by a disaster. For a given IaaS client, the RTO depends on the time to detect a failure, to restore the affected VMs from a backup site, to restart all the services running on these VMs, and to redirect the network traffic from the original site to the backup site. The other metric of interest, RPO, is the time lapse between the last backup of the service components (e.g., copy of virtual disks) and the disaster. The RPO gives an idea of the data loss after a disaster. Indeed, some services require a low RPO (e.g., banking transactions), and therefore continuous data replication. A low RPO implies high network bandwidth between DC sites to exchange large amounts of data. Both RTO and RPO levels can span from a few minutes to several hours [1].

3) Definition of Design Constraints: The design constraints are aspects to be considered regardless of the disaster resilience. Among the most important constraints are the QoS requirements, which influence the Quality of Experience (QoE). According to ITU-T Rec. P.10, QoE is “the overall acceptability of an application or service, as perceived subjectively by the end-user” [9], meaning that the QoE depends on all infrastructure elements, such as the network and physical servers, and on external factors such as the service price. Indeed, we have to ensure both QoR and QoS requirements to provide a good QoE. However, we need to guarantee the QoR without compromising the QoS, since disaster events are rare while QoS metrics are permanently perceived by end-users, directly or indirectly. For example, the DC geo-distribution, aiming to improve disaster resilience, increases the distance between DC sites and may increase the service latency, a QoS metric, when there are multiple VMs running across different sites. Therefore, in this task, the Cloud provider should list all of the QoS metrics to ensure that the next design steps consider these requirements. Moreover, QoR requirements that are unrelated to disasters, such as availability, must be considered if they appear in the SLAs. The constraints also include other factors such as the maximum budget to build the DC, the possible geographical sites to install the DC, and other constraints related to the site physical capacity. As an example of the last one, the IaaS provider may need to install a minimum number of servers in a site according to the expected demand of a region.

B. Modeling

This phase defines models that capture the characteristics of the scenario defined in the “Planning phase”. Also, the model describes how the DC components, defined on the three next design phases, affect the infrastructure characteristics (e.g., cost, QoS metrics, RPO, and RTO). Note that this phase stitches all design phases together, defining their relationship, which can vary depending of the considered scenario. The models defined in this phase basically take into account the disaster information and network parameters. The disaster information, gathered on the Planning phase, is used to build disaster models. Disaster models for communication networks can be deterministic, probabilistic, or based on multi-layer networks [6]. A classical deterministic model is the utilization of Shared Risk Group (SRG) sets. An SRG is a set of infrastructure components susceptible to a common disaster situation. For example, considering power outages, an SRG is the set of DC sites served by one power plant. In opposition, probabilistic models consider that each component or set of components fail with a given probability independent of zones. As disasters and their impact on
the network are difficult to predict and are not frequent, deterministic models are preferable. The
approach that considers multi-layer networks is an incipient research topic, which separately
models failures in each network layer. For example, a single failure on the physical layer, such
as cable cuts, can affect multiple IP routes, which can thus break several TCP connections. On
the other hand, a recovery from a cable cut can be rapidly addressed by lower layers, being
thus unnoticeable by upper layers. Multi-layer models are more complex and require more
information of the environment than deterministic and probabilistic ones.

Network parameters, such as traffic distribution, length of network links, and available band-
width are modeled by conventional network modeling approaches. For example, the network can
be modeled as a graph, where the nodes are DC sites and the edges are the links between them.
The edges can be weighted according to QoS parameters such as latency between DC sites.
The latency could be found after running shortest path algorithms in the graph. Graph models
can be combined with SRG information to capture disaster risks. In this case, the SRGs defined
on the Disaster Model are composed of nodes and edges. Using graph theory, we can measure,
for instance, which DC sites are affected by each SRG. A model that captures the resilience
metrics based on network parameters is still an open research issue. This model captures, for
example, how the increase of bandwidth between DC sites affects the RPO levels offered by
the IaaS provider. In addition, the model could describe how the network reconfiguration and
activation of backup VMs, described in the next section, affect RTO levels.

C. Selection of Disaster Recovery Mechanisms

In this phase, the Cloud provider chooses the recovery mechanisms, which impact directly
the RTO and RPO, performing the following tasks.

1) Selection of Disaster Detection Mechanisms: Despite all failure detection mechanisms
employed in the network layers (e.g., reaction of routing protocols), the DC must employ a
mechanism to define when to migrate services from their working sites to backup sites. As the
RTO depends on the reaction time to a disaster, failure detection plays an important role on
disaster recovery. It can be done by periodically probing DC sites, using network alarms, etc.
Obviously, the more frequent the probes and the network alarms, the shorter the RTO but at
the cost of more control traffic.

2) Selection of VM Recovery Mechanisms: A suitable strategy to after-disaster VM recovery
is to use VM snapshots [1]. A snapshot is a copy of the VM state at a given moment, which
can include its disk, memory state, and settings. Most of the virtualization platforms support
snapshots. Hence, the DC can maintain a snapshot of its VMs in backup sites and activate them
after a disaster. Note that this scheme forces the services running on the VM to return to a
previous state, affecting the RPO. More frequent snapshots translate to shorter RPO but spend
more network resources for snapshot transfers. Indeed, the choice of the frequency to perform
snapshots depends on the QoR classes and on the defined constraints.

3) Selection of Network Reconfiguration Mechanisms: When a VM starts running in another
DC site after a disaster, the network infrastructure must re-route the traffic destined to this
VM. This design task selects adequate mechanisms to perform network reconfiguration upon
a disaster. IaaS providers generally employ Domain Name System (DNS) services to redirect
the VM’s traffic when it changes physical location. The Cloud DNS server is thus responsible
for replying DNS queries with the current VM IP address. For example, Amazon Web Services
(AWS) provides a DNS service called Amazon Route 53. The Cloud DNS services generally
rely on anycast routing, where any node running the desired service can respond to requests,
enabling simple network reconfiguration after disasters\textsuperscript{4}. Alternatively, providers can rely on cloud network overlay protocols supporting various forms of Ethernet or IP packet encapsulation to enable flexible VM location and adequate isolation of IaaS slices [10]. Note that network reconfiguration mechanisms have a high impact on the RTO, since they affect the period that VM network endpoints remain unreachable after a disaster.

D. Site Placement and Topology Design

In this phase, the DC inter-site WAN topology is chosen, as well as the location of each DC site. Although the intra-site local network is also a DC design decision, it is generally not concerned with disaster resilience, since a disaster typically causes the failure of an entire DC site. Hence, intra-site redundancy is generally employed to achieve high DC availability but not disaster resilience [11].

1) DC Site Placement: This task defines where to install DC sites in a geographic region to minimize the impact of disasters. Moreover, the site placement defines how many servers are installed in each DC site, and how many servers are left to host backup VMs.

Distributed DCs tend to span different SRGs being thus more disaster-resilient. Figure 2 illustrates different DC distribution levels, using the WAN topology of the French Research and Education Network (REN), RENATER. Each circle represents a Point of Presence (PoP). A DC site is represented by a server figure, and consists of a PoP with at least one installed server. In the three distribution levels (i.e., number of DC sites employed) shown in this figure, we spread 1,024 servers across the network, choosing a given number of DC sites to use. Considering a single-failure disaster model, where each DC site or link belongs to a different SRG, the figure indicates the fraction of servers available after the worst-case failure (i.e., failure that disconnects the largest number of servers). A server is considered available if it has at least one path to a gateway, represented by a triangle in the figure. As this example network is highly redundant in terms of paths to gateways, the worst-case SRG is always the failure of an entire DC site. Hence, a high distribution level makes the DC more robust to disasters, as each DC site tends to have fewer servers. Note, however, that the difference between “Medium Distribution” and “High Distribution” in terms of resilience is small since, after a given level of distribution, we cannot significantly improve the resilience to disasters.

Another advantage of geo-distribution is that fewer backup servers are needed as the DC becomes more resilient to disasters, as exemplified in Figure 3. Consider that a disaster may bring down an entire DC site and that any pair of DC sites is distant enough to avoid simultaneous failures. The figure illustrates different DC placement schemes to provide backup capacity to 12 servers. The backup is done by periodically performing VM snapshots on the working sites and sending them to backup sites. Consider the 1-site case, where the DC has only one working site and all VMs are copied to a backup site. If the working site suffers a disaster, its VMs start to run on the backup site after recovery. Since we have a single working DC site and we need to support the failure of the entire site, the backup site must have the same capacity as the working one in terms of supported VMs and disk storage. Consequently, a single DC site represents an expensive option in terms of VM capacity used for backup. This situation is not different from the case where no virtualization is used and an entire DC site is allocated for disaster recovery. However, as shown in the 2-site case, we can distribute the working DC in two different sites, each with half the number of servers of the 1-site case. As W1 and W2 do not fail together, the backup site does not need to run both W1 and W2. Hence, the backup site needs only to support half of VMs as compared to the previous case. Nevertheless, the storage

\textsuperscript{4}Rackspace Cloud DNS Overview is online at http://www.rackspace.com/knowledge\_center/article/rackspace-cloud-dns-overview.
The capacity necessary is still the same since B1 must have the snapshot of all VMs. Using the same reasoning, the 4-site case reduces by four times the required server capacity as compared to the 1-site case.

Despite its advantages, DC distribution may be expensive. Referring again to Figure 3, each additional DC site requires one extra WAN link. Although the required capacity of WAN links decrease as we increase the distribution (i.e., fewer VM snapshots are transmitted over each WAN link), the site interconnection cost increases with the distance. The cost to install new DC sites should also be considered and depends on different factors, such as the security and availability concerns and the network capacity. Moreover, the cost of a single DC site may depend on its geographical location, being affected by factors such as the cost of the square meter on that location, cooling requirements given the weather conditions, local taxes, etc. For more information about DC costs, the reader may refer to the website The Cloud Calculator\(^5\), which is an effort to estimate the cost of DC components according to different parameters.

Given the reasons above, the DC distribution should consider the constraints defined in the “Planning” phase, such as budget and QoS metrics. For example, in addition to performing the distribution considering the disaster resilience, the provider may prefer to install its sites closer to clients that have tighter latency requirements.

2) Design of the Inter-site WAN: This task is mostly characterized by the classical design of WAN networks for telecom operators. The literature on this problem is vast and generally addresses the design of optical networks [6]. One requirement of this network design is to improve the resilience of the network topology, by employing techniques such as path restoration and protection (e.g., provision of backup paths), multipath routing, and p-cycles [8]. Different from traditional telecom networks, in which the main goal is to connect several PoPs, in DC

---

\(^5\) The Cloud Calculator is online at http://www.thecloudcalculator.com.
networks the goal is to provide VM hosting to clients spread over a region. Hence, the design of the inter-DC network must be correlated to the “DC site placement” task, since the network capacity and protection level provided to a DC site depends on the number of servers installed on it, as well as on its location. Also, this task defines the location of gateways, the capacity allocated to each link, the location of routers and switches used to interconnect sites, etc. [12].

E. Selection of VM Placement Mechanisms

Although the DC site placement and topology design play important roles with regards to disaster resilience, alone they do not guarantee the QoR requirements. QoR is also affected by the VM Placement Mechanism, which allocates VMs to physical nodes upon clients’ requests. Generally, working VMs are allocated to maximize the provider’s revenue and to meet the user requirements. However, when providing disaster recovery, IaaS providers must also allocate backup VMs for each working VM. Given that disaster resilience should not affect QoE under normal operation, the placement of backup VMs should be aware of user requirements such as QoS. A simple alternative to ensure this is by performing the VM placement in two phases. The first phase allocates the VMs requested by a client according to his/her requirements under normal operation; The second phase decides where to store the snapshots of each VM when they are covered by disaster recovery services.

Figure 4 shows a VM placement example. The DC is distributed across different sites in a region and the SRGs, circled by dashed lines, indicate which sites fail together. For each DC link, the available bandwidth between two sites is indicated. In the first phase, the VMs of a given client are allocated in two sites. This placement is performed according to the client QoS requirements or other QoR metrics that are not related to disasters, as the availability, not specified here. In the second phase, the placement mechanism decides where to store the
backup of each VM. This placement must reduce the probability that the backup and working VMs are affected at the same time by disaster events. One approach is to isolate backup VMs, allocating them to sites belonging to SRGs different from the SRGs covering the sites hosting working VMs. This approach must consider the client QoR metrics, guaranteeing that the available resources are enough to meet the RTO and RPO requirements. Figure 4 shows three possible placements. Note that they have different bandwidth capacities between working sites and backup ones, which affects the RPO. In addition, they have different resilience levels depending on the number of SRGs spanned by backup sites, and the isolation in terms of SRG between working and backup sites.

III. CHALLENGES AND RESEARCH DIRECTIONS

The design phases drawn in this work allow the identification of research directions in disaster resilience to IaaS Clouds. Although the “Selection of Disaster Recovery Mechanisms” phase is important to disaster resilience, it has a lot of intersections with other research areas such as high-availability (i.e., resilience to failures under provider’s control), virtual machine mobility and network virtualization. On the other hand, the phases “Site Placement and Topology Design” and “Selection of the VM Placement Mechanisms” are the most challenging ones since they open a new research domain, which is the design of disaster-resilient cloud networks. Finally, the “Modeling” phase brings important challenges of stitching all DC components together, modeling their relationships with QoR and QoS metrics.

The “Site Placement and Topology Design” phase has the major challenge of jointly optimizing the inter-DC network design and the DC site placement. Works in this area investigate optimization algorithms to choose where to install each DC site, and in which sites each service is deployed as well as their backups [13], [7]. In addition, the current works design the underlying network between DC sites by configuring paths and setting protection schemes.
The current literature considers traditional DC distribution where services are replicated across a geo-distributed infrastructure, such as Content Delivery Networks (CDNs) [14], and assumes that each service is known at the time of DC construction. This assumption is not true in the IaaS case, since VM hosting demands are generally unknown a priori. Hence, the VM placement should be performed in a different phase, while the DC construction is based on the prediction of service demands. The state of the art addresses the service placement through the anycast principle. Hence, as the backups of each service are also operational, they can respond to requests. One drawback of the service replication performed in these works is the lack of backup synchronization among working copies, thus not considering RTO and RPO requirements. Regarding the “Selection of the VM Placement Mechanisms” phase, Bodík et al. [15] perform a resilient VM placement considering a single DC site and high availability requirements. Nevertheless, they do not consider geo-distributed DCs or backup and QoR to disasters.

IV. Conclusion

In this article, we have provided guidelines to design a DC network infrastructure supporting a disaster-resilient IaaS Cloud, based on the geographic redundancy of its components. We have described design phases, allowing us to draw potential research directions. In a nutshell, these directions concern the placement of nodes in a geo-distributed infrastructure, physically (e.g., DC sites) or virtually (e.g., VM snapshots), as well as how these nodes are interconnected through a WAN. We believe that the development of this new research area will allow IaaS providers to offer more sophisticated services, improving business continuity even when catastrophic events occur. Furthermore, a disaster-resilient Cloud motivates more corporations to migrate their IT infrastructure to an IaaS Cloud.
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