Elastic Allocation and Automatic Migration
Scheme for Virtual Machines

Hugo E. T. Carvalho and Otto C. M. B. Duarte
Universidade Federal do Rio de Janeiro (UFRJ), Rio de JanBrazil
Email: {hugo, ottg @gta.ufrj.br

Abstract— Cloud computing offers on-demand access to adaptation of systems to dynamic workloads. This remap-
computational resources. One of the major challenges in ping primitive is defined as migration and allows work-
cloud environments is to enforce the elasticity of the pro- |14 transfers among different physical machines without

cesses that execute in the cloud, avoiding Service Level interruoting their ex tion. Currently. migration is ran
Agreements (SLAS) violations and reducing waste with idle errupting their execution. Lurrently, migration Is ma

resources. We propose an autonomic resource management Ually triggered by network managers to |Qa.d balance data
system for cloud computing, called VOLTAIC (Volume Op-  centers. This reallocation scheme is inefficient because of

timization Layer To Assign Cloud resources). The proposal jts high reaction time, which is inadequate to dynamic
analyzes usage profiles of physical and virtual elements \qrkjoad environments like clouds. The autonomic mi-

and defines heuristics based on differential utilization leel fi . t hall b th .
that guarantee an enhanced allocation of virtual elements. graton I1s an even greater challenge, because there IS

VOLTAIC introduces algorithms to determine proper pa- & need to consider multiple parameters of the current
rameters to allocate cloud elements and to automatically machines and to estimate future resource demands of
migrate those elements to avoid performance degradation machines.

due to server saturation. Results obtained through the In this article, we propose VOLTAIC, which performs

implementation of the system in a small-scale cluster show . . . . T
that the system efficiently assigns virtual elements and autonomic migrations to provide elasticity in the resource

ensures proper resource allocation to virtual elements. We Provisioning of a cloud environment, guaranteeing QoS
also developed a virtual network simulator for cloud en-  for the clients and enhancing the usage of available re-

vironments to attest the high performance of VOLTAIC in  sources. Using the profile analysis of virtual and physical
_broader scenarios. Results show improvements in up to 10% elements, the system performs a dynamic allocation of
in the amount of offered cycles due to correct assignment e . .
of virtual elements. elements. The utilization profiles of virtual elements are
compared among themselves and among the profiles of
resources offered by the physical machines. VOLTAIC
searches the most adequate physical server to each virtual
element by considering the likelihood between the profile
Cloud computing introduces a new provisioning modelof the virtual element and the profile offered by the
for technology infrastructure. In this model, clients hire physical server.
providers that dynamically offer processor, memory, disk, VOLTAIC was implemented and tested in a real en-
and network resources. This can be achieved through théronment and uses Libvirt APl [4]. Thus, VOLTAIC
use of the virtualization technology [1], which imple- is applicable to all virtualization platforms that suport
ments a hardware abstraction that enhances the flexibilityibvirt, such as Xen [5], VMWare [6], KVM [7], etc.
of resource allocation. This flexibility confers elastcit In order to validate the proposed system in large scale
in the cloud environment, defined as the capacity oenvironments, we developed a cloud environment sim-
providing resources on-demand and at the same timelator. The simulator receives utilization profiles of real
ensuring Quality of Service (QoS) of clients [2]. Servicemachines and generates outputs that validate the modeling
providers must develop efficient cloud systems to avoidor the proposed scenario. The obtained results show that
the waste with idle resources, ensure QoS and fulfilWOLTAIC is efficient for elasticity provision and en-
dynamic workload demands. Armbrust al. [3] claim  hances the availability of resources. The proposal reduces
that the main cloud challenges are the service availabilityn up to 10% the denial rate of processor resources when
and the elastic resource provision that scales with theompared to proposals of the literature.
demand and reduces costs without violating Service Level The article is structured as follows. Section Il presents
Agreements (SLA). the related work, which aims in management of cloud en-
Virtualization allows on-demand remapping of virtual vironments and migration of virtual elements. Section Il
resources over physical resources and thus enables tRkows the proposed architecture, its behavior and the
proposed algorithms. Section IV and Section V shows
This paper is based on “VOLTAIC : Volume Optimization Layes T the implementation of VOLTAIC, the development of
Asslgn Cloud resources,” by Carvalho, H. E. T., and DuarteCOM. - the simulator and the results of the proposal. Finally,
B, which appeared in the International Conference on In&tion and . . . .
Communication systems (ICICS12), Jordan, Irbid, April 201 Sfe;:r:l_on Vi kpresents the conclusions and future directions
of this work.

I. INTRODUCTION




Il. RELATED WORK processor scheduling of Xen platform to deliver resources

The development of mechanisms that ensure elastido Virtual elements. The proposal uses relocation policies
ity in resource provision is a big challenge. There arehat verify if a given policy of a virtual element can
many works that address the virtual element allocation i€ fulfilled in the current physical node. If it is not
physical substrates, but the major parts of the proposa[g)ossible, Violin migrates the virtual element to another
focus on the admission control of virtual elements and®hysical node. The proposed environment is composed
ignore the resource consumption variability that require$f Vvirtual machines connected through a virtual network
dynamic re-allocations. Fajjaett al. developed an admis- Which allows the separation of the management of Violin
sion system based on ant colony meta-heuristics to solvEom the management tasks of the physical infrastructure.
this kind of problem [8]. Alkminet al. developed map- The proposal is divided in two main components:
ping algorithms that minimizes the resource utilization in 1) Enabling Mechanisms: The enabling mechanisms

virtual network environments [9]. include the virtual environments from users and

SandPiper [10] is a system that monitors virtual ma- the resource monitoring processes of physical ma-
chines with the objective of detecting and fixing hotspots chines. These processes monitor the processor and
in physical servers. Hotspots are defined as the unavail- memory consumption through hypervisor calls to
ability of resources in physical servers. This unavailgbil detect the availability of resources;

causes degradation in the performance of virtual machines 2) Adaption Manager: The adaption manager com-
which share resources in these physical servers. The  municates with monitoring process to generate a
results of the proposal demonstrate that singular hotspots  global view of resource availability. The global
can be detected and mitigated in less than 20 seconds and  view deals with monitoring information of all Violin
that the proposal can be extended to data center scenarios. instances.

Besides, the proposal offers two monitoring approaches. The proposal does not offer optimal resource alloca-
The first approach is the black-box approach, whergjons put instead uses relocation based policies to verify
the monitoring happens independently of the operationat g given virtual element can have its policies fulfilled in
systems and the applications which execute in virtuajhe current physical node. If the policies are not fulfilled,
machines. The second approach is the gray-box approachio|in migrates the virtual element to a different physical
which explores processor behaviors from the executinggde capable of providing the needed policies.

virtual machines. Gonget al. propose Press (PRedictive Elastic ReSource

By detecting the hotspots, SandPiper applies an intelscaling for cloud systems) [13]. The system if focused
active algorithm which orders servers as function of theilyn ¢loud environments where elasticity must minimize

volumes, defined as the operational costs of providers and at the same time

enforce service level objective (SLOs), defined as key

. 1 . 1 (1) elements of the SLAs established between providers and
l—cpu 1—memory 1— network’ clients. The SLOs provide ways to measure the per-
which is a value that represents the volume of used reformance of service providers in a manner that allows
sources as a function of processor, memory and networlkoth sides to attest if the SLAs are violated. The great
After the ordering procedure, the algorithm classifieschallenge of the elasticity is to decide where and when to
within each machine, the virtual elements that use mor@allocate resources, which is a non-trivial problem because
resources. Then, the system iteratively reallocates thepplication demands can vary over time, hardening the
virtual elements that belong to higher volume machinesharacterization of its patterns. The objective of Press is
into lower volume machines, until all hotspots are mit-to develop an efficient prediction schema based on models
igated. The resource allocation of VOLTAIC is signif- that avoid the complexity of profile analysis and model
icantly different from SandPiper because it takes intocalibration.
consideration the compatibility of the usage similarity of In order to predict resource consumption, Press uses
physical and virtual machines. Besides, our proposal uséwo complementary techniques. First, it uses signal pro-
a more complete volume metric that takes into accountessing techniques to identify repetitive patters, called
other parameters. The new parameters indicate the nesignatures, which are used in prediction. If the techniques
to execute management algorithms before the envirorare not able to identify signatures, Press uses a statistic
ment reaches critical situations. VOLTAIC also allows theapproach to detect short-term patterns and applies Markov
utilization of an adaptation of the punishment algorithmchains to predict the near future resource consumption.
proposed by Carvalhet al. to enforce that VOLTAIC The proposal avoids sub-estimation of resources and
algorithms can achieve enough processing power to fulfiltolerates overestimation to reduce SLO violations.
its objectives [11]. Press is compatible with Xen platform and validates its

Violin [12] presents a proposal that is similar to Sand-results through Google cluster data. The system presents
Piper. It provides an environment capable of scaling dygood prediction results. One of the greatest contributions
namically and migrating elements. The proposal focusesf the authors is the idea of using utilization signatures,
on the utilization of the memory ballooning mechanism,which take into account the profile variation as a metric
which allows the dynamic memory allocation, and theto know the reliability of the current profiles when they
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are used as near future predictors. charge reflects parameters such as processor usage, mem-
Hirofuchi et al. developed an efficient migration al- Ory and network. This metric was adapted into VOLTAIC
gorithm based on post-copy migration to optimize mi-as @ criterion to execute dynamic allocation mechanisms.
gration in cloud environments [14] The authors SayBeSideS, VOLTAIC allows the management of resources
that current migration algorithms are based on iterativdn a broader level, because it allows the utilization of the
pre-copy migration which may require an unpredictabléﬂigraﬂon primitive to enhance the resource provision for
amount of time to finish migration process. In data cente¥irtual elements. In this manner, the resource control is
scenarios this time unpredictability harms the efficiencynot restricted to a single physical machine and allows
of migration algorithms and management strategies. Byhe allocation of resources among physical elements of
using the implementation of Hirofuchi, it is possible to @ cloud environment. The profiles are not applied to
use post-copy migration on KVM, which is based on theexplicitly verify the SLAs. Instead, they are used to
idea of migrating virtual machine states first and thepunderstand the variation and the correlation of machine
copy memory pages. This migration enables an accurafeehavior and its time variation, because it is one of the
prediction of migration time and allows faster migrationscriteria that is applied to select migration candidates in
because it only depends on the time to transfer the entiréOLTAIC.
memory and the time to transfer the virtual machine In this paper, we propose VOLTAIC system that is an
states. Given the post-copy algorithm implementation@utonomous resource manager for cloud environments,
the authors develop a machine consolidation mechanisthich allocates virtual elements, enhances the QoS of-
that uses post-copy and an allocation scheme to ensuf@red to clients and avoids the waste of computational
performance. They define dedicated and shared servefgsources. The system charge metric used in our SLAPv
All virtual machines execute in shared servers. When #roposal was adapted into VOLTAIC as a criterion to
given machine uses more than a defined threshold, tHexecute dynamic allocation mechanisms. VOLTAIC al-
system wakes a dedicated server and migrates the virtulws resource management in a broader level, because
machine to it. The proposal can no predict efficientlyit allows the utilization of the migration primitive to
the resource demands and can lead the system whef8hance the resource provision for virtual elements. The
there are no sufficient dedicated servers to fulfill theSystem usebi bvi rt to interact with virtualization plat-
resource demands. In this case the proposed system mi@fms and manage physical machines. Thus, VOLTAIC
suffer performance problems. In this case, a solution likdS compatible with any virtualization platform that sup-
VOLTAIC can relocate virtual machines according to theirPorts | i bvirt, such as Xen, VMWare, KVM, etc.,
consumption profiles to attenuate the problem. differently from existent proposals that works only with

Houidi et al. propose an adaptive mechanism to provideSPECific virtualization environments [10], [11], [13]. By
resources in virtual network environments [15]. Authorsa,doptlng the utilization of a single mterfa(_:e t(,), manage
take into account network restrictions such as topolog;}"rtual platforms, we can qugmgnt the applicability of the
limitations and SLA constraints to enhance network perProPosed system, but it inherits some problems related
formance and enhance tolerance to failures. They belieJi® Which information can be extracted by each platform

that in the same manner that virtual machines can bgue tol i bvi rt limitations. Besides, results show that
allocated dynamically in different physical machines; vir the absence of some platforms-specific information does

tual networks can be dynamically allocated in differentnot affect the performance of the proposal. We must also

machines as well. This extension to virtual networks addQ“mt'On that the platforms must provide live migration

new management parameters such as the connectivifjechanisms as well.
among virtual elements, delays in virtual links and virtual
network topologies. The proposed system enables the [ll. THE VOLTAIC SYSTEM

dynamic relocation of virtual networks as a response of The name VOLTAIC is inspired in nature, where elec-
the creation of new networks. The proposed system igical charge differences induce charge exchange through
distributed and based on agents which monitors physicaloltaic arcs. In the same way real clouds balance electrical
elements. AgentS detect link failures and Change Virtuad:harges among each Other, the proposed VOLTAIC system
network allocation to maintain the constraints of eacr'ba|ances resource Consumption in cloud Computing envi-
virtual network. ronments. The autonomic management is characterized
We have proposed propose SLAPv, an adaptive contr@s a process of observation and decision making in
mechanism for virtual network environments [11]. Thethe proposed environment, without human intervention.
proposal is based on adaptive punishments applied tdherefore, the autonomic manager perceives the behavior
virtual elements to enforce SLAs and provide a betteof physical and virtual machines, analyzes and predict
utilization of idle resources. SLAPv verifies if virtual possible saturation situations, and makes decisionseThes
machines violate the contracted SLAs and is limited todecisions can encompass the temporary resource prun-
the distribution of resources within a single physical nodeing [11] and live migration of virtual elements [16].
Another contribution is the adoption of a fuzzy metric to The system is composed of three main modules. The
verify the saturation level of physical resource on eacHirst module is the Statistic Collector (SC), which intesct
physical node, defined as system charge. The systemith |i bvirt, retrieves the monitoring statistics of
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Figure 1. A VOLTAIC module managing a set of physical machiaed orchestrating the resource allocation.

each physical machine, and stores this information irsampling frequency is correlated with the reaction time
a database. The second module is the Profile Analyzesf the system.

(PA), which uses the information collected and stored
by the Statistic Collector to extract knowledge from the
virtualization platforms. This knowledge comprises uti-
lization profiles of virtual elements, offered profiles (QPs
of physical machines, system charge, and the mapping «
virtual elements in physical elements. The third module is
the Orchestrator (OC) that uses the knowledge acquire
by the Profile Analyzer to manage physical and virtual
machines. It controls the amount of resources that ar
offered to each virtual machine and organizes virtua
element migrations to balance the resource distribution.
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A. VOLTAIC Architecture
The system uses a management model in which a
physical machine (PM) configured with a VOLTAIC Figure 2. Probability density function (PDF) for a virtualachine
module manages a given set of physical machines, &&ecuting RIPv2 protocol.
seen in Fig. 1. VOLTAIC manages this set of machines,
controls the offered resources, and dynamically migrates
virtual elements, avoiding resource saturation. If a set. The Profile Analyzer Module
of PMs is inside a single administrative domain, it is

. . . . The Profile Analyzer (PA) module process information
possible to enable interaction among them, with resource . o o
acquired by the Statistic Collector. The analysis involves

announcemen_t_s and re_qwsmons. Hence,_ we extend ﬂlﬁe collection of information regarding the mapping of
system capability, offering resources to virtual elements

under domain of other VOLTAIC machines, improving virtual elements into each physical element and the

o : . . eneration of time series, which reflect the relationship
resource utilization and enhancing the provided serwce% : :
etween resource consumption and time. VOLTAIC gen-

erates profiles based on cumulative distribution functions
B. The Statistic Collector Module (CDFs) and probability density functions (PDFs). These
The Statistic Collector (SC) module udeisbvi rt to  profiles represent the consumption pattern of each virtual
interact with the physical machines and retrieves monimachine. We observe in Fig. 2an example extracted from
toring information. The SC retrieves processor utilizatio virtual machines executing RIPv2 routing protocol. The
allocated memory and network utilization of physical ma-profiles represent how the virtual machines use processor
chines and virtual elements. We can adjust the samplingesources in time.
frequency, avoiding that well defined events synchronizes These functions allow the estimation of future resource
with times of inactivity in SC retrieval process. The demands of each machine and allows the estimation of



a given element be served in a given physical machinecomprises the last five system charge measurements. The
This kind of analysis is based on Sandpiper [10]. Besidesecurity limit was defined a$.80. This limit can assume

the utilization profile, physical machines also possessalues in interval0, 1], which is the range of values that

an offered profile (OP), which represents the profile ofcan be assumed by the system load. The critical machine
availability of resources. This profile is then processedselection algorithm sorts physical machines as a function
when there is a need to select the proper physical machirgd their system loads and the amount of critical virtual
to serve a given virtual machine that needs to be migrateagnachines on each physical machine.
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Figure 3. System charge associated with processor and memor

utilization. ) . . . . .
Figure 4. Evolution of time profiles for a workload with lowrecelation.

Based on the profiles and time series, the Profile
Analyzer generates a metric defined as system charg-
This metric is generated according to Carvaéial. and
represents a nebulous conjunction among multiple syste!
variables, such as processor utilization, memory, networ
and current system temperature [11].

Therefore, system managers can model which param
ters are the most important in the system charge and ho
the variation of parameters influences the decision mak
ing scheme. Through this metric and its time variation, 100
the system detects physical machines that are close 60
saturation. By detecting this risk, VOLTAIC pro-actively wiiization (%° 5o
eliminates the problem through dynamic reallocation of
virtual elements.
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D. The Orchestrator Module
The Orchestrator is the main module of VOLTAIC. Ecl)gnL.Jre 5. Evolution of time profiles for a workload with higloreela-

It is responsible for decision making and for machine
management. The decision is based on the execution Critical virtual machines are those allocated on satu-
of charge and resource control algorithms. The chargeated physical systems and that are responsible for an
control algorithm examines the variability of the chargeamount of the system load that is higher than a pre-
of physical systems and detects bottlenecks in resouratetermined limit and which profile variations in time
offering that generates losses. If the average load of thdemonstrate low correlation. The profile variation in time
last samples extrapolates a given security threshold, the a reflex of the probability that the virtual machine
load control algorithm begins the reallocation procedurespossesses a predictable behavior. If a virtual machine
The resource control algorithm allows the system tashows high correlation among consecutive profiles, this
estimate future resource consumptions and decides thedicates that this virtual machine has higher chances
best allocation for each virtual element. of behaving in the same way in near future. Otherwise,
1) Resource Allocation AlgorithmsThe load control the machine shows unstable behavior and the proposed
algorithm monitors the load of physical systems and dealgorithm aims to allocate it in another physical machine
tect if a given physical machine sustained an average loa avoid the disturbance of well-behaved machines that
that exceeds a security threshold for a predefined timehare the same physical resources. The algorithm can be
period. If this happens, migration algorithms are triggere seen in Fig. 6. In the algorithm, thd i mi t input means
In the implementation and in the simulation, this periodthe established threshold for virtual machines. There, the



input : SysChargeList[ |, V Limit input : PmMigrationCandidates| |, Plimit, Viimit

output: PmMigrationCandidates output: VmM ig)"ation(?n?'a.d.idn.te.s’[ ]
PmMigrationCandidates = | |; VmMigrationCandidates = [ ];
for PM € SysChargeList do for PM € PmsMigrationCandidates do
VirtualCritical Number = 0, if PM.charge > Plimit then
for VA € PM do for VM € PM do
critic = eriticality(V M,V Limit); distribution = getDist(V M),
if critic[0] == T'rue then if criticality(V M, VIimit)[0] == True
VirtualCritical Number+ = 1, then
end info = (distribution, VM, PM);
end VmMigrationCandidates.append(info);
Info= (MF,VirtualCritical Number) result = end
PmMigrationCandidates.append(Info); end
end end
sort ByCritical VM s(result), end

VmMigrationCandidates.sort(reverse = True),;
Figure 6. Selection of critical physical machines.
Figure 7. Selection of migration candidates.

criticality() function evaluates the contribution of
the virtual machine in the total load of the physical IV. I MPLEMENTATION AND SIMULATION

machine which hosts it and the profile variability of the v/ TAIC is implemented in Python and usegthon-
virtual machine. Criticality is defined as libvirt for virtualization platform communication. The
implementation is based on multi-thread programming,
where threads are responsible for monitoring each ma-
chine. The monitoring stores information in a database.
The Profile Analyzer uses this information to generate
sage profiles and the system charge.

criticidade = « - [ v.charge | + (1 — ) - [1 — abs(p) |

)
and establishes a relation of the impact of the virtua
machine in the physical machine and the correlation
of adjacent profiles of the same machine. The machin~ 1500

profile is stored as a sliding window of fixed length. Inour £ ;54,1 VALTATC Migration

experimentsq was set a9.5, which means that the equal 5 900 (Q o
weight is given to both charge and correlation. After the 2 f\j \

evaluation of criticality, the function returns a tuple it 8 600 ~

the criticality value and a boolean value which indicates = 390 Ve

if this value violates the established threshold. In Fig. 4 % 20 . n‘g)( 5 50 80

we observe an example of how a virtual machine profile
varies in time. In this example, the correlation among
profiles is low. In Fig. 5 we observe a virtual machine in
which the correlation of subsequent profiles is very high.
ThesortByCritical VMs() function groups phys-
ical machines with similar charge values and sort thi

Figure 8. Processing variation as function of time.

In order to test a broad range of parameters and
é)erform migration tests in larger scale, we also developed
. . . . a discrete event simulator for virtual environments. The
groups in function of the number of critical virtual _. i . ,
3|mulator is developed in python and allows the configu-

machines in each of them. Therefore, the first returned_.. - . . )
. o ration of physical and virtual machines. The simulator
elements represent machines with higher charge and more, : : o
. ) . offers creation, destruction, migration, and event schedu
critical virtual machines.

: . ing primitives. Each ex ion represen nit of

After this procedure, VOLTAIC executes the virtual 'g prin t es. tach € equto step rep ese_ts a unit 0

X : : . ) . ) simulation time. The main classes of the simulator are
machine migration selection algorithm. This algorlthm,detaileol below

seen in Fig. 7, iterates over physical machine candidates. The simulatc.ar was develoned according to obiect ori-

For each candidate, the algorithm observes if the recent P 9 )

consumption profile and its correlation between the profileented modelmg_ paf?‘d'gm- The S|mpl|f|ed class diagram
am be seen in Fig. 9. In the diagram, we see the

and the offered profile (OP) of physical machines, Sorte&main entities of the model. The simulator is the main

from lower to higher charge. The adopted correlation_ .. . ; . . . .

: : S : ntity. It is responsible for storing processing simulatio
method is the Pearson correlation, which is obtalnegte s We can configure the number of steps. log the
by dividing the covariance by the product of standar PS. g ps, 109

o . . information of each step, configure each physical and
deviation of two variables. If the profile is correlated and . . .
: . o virtual machine, and so on. Besides, we can program event
the average consumption of the virtual machine is smalley . ; .
. : : riggers to execute methods related with the operation of
than the one offered by the physical machine, the virtua

maChine is migrated. Otherwise, the next virtual machine 1The simulator is available for download and can be found in
is analyzed. http://www.gta.ufrj.br/"hugo/virtsim/.




Simulator PhysicalMachine
-numberOfSteps : int Algorithm -virtualMachines : dict
-currentStep : int Has Lid - int -numberOfVirtualMachines : dict
-physicalMachines : dict _machinelnfo : dict +addVirtualMachine()
-algorithms : dict 0.* |-resourcelnfo : dict +modifyVirtualMachine()
-triggeredEvents : dict +removeVirtualMachine()
-triggeredEventsParameters : dict | 1 +calculateCurrentProcessor() Machine
-log : dict H +calculateCurrentMemory() -id : int
-profileStore : dict a +updateVminfo() -numberOfCores : int
+addTriggeredEvent() +logResourceUsage() -maxProcessorUsage : int
+removeTriggeredEvent() 1 0.* +getSystemCharge() -memory : int
+modifyTriggeredEvent() VirtualMachine +getSystemVolume() -maxMemory : int
+executeTriggeredEvent() -processorProfile : dict 0.* Has ’4 -currentProfile : dict
+stopTriggeredEvent() _memoryProfile : dict 1 -processorlLog : dict
+addPhysicalMachine() -networkProfile : dict -memoryLog : dict
+removePhysicalMachine() orocessorlog | aict ’—D-currentState : string
+mf)difyPh‘ysicaIMachlne() - memoryLog : dict +turnOnMachine()
+migrateVirtualMachine() -networkLog : dict +shutdownMachine()

+processStep()
+runSimulation()
+stopSimulation()
+generatelog()

-currentState : dict
-statelog : dict

Figure 9. Simplified class diagram of the proposed simulator

the simulator. The simulator stores algorithm objects ant no ‘ VALTAI C M gration ‘
physical machine objects. Algorithm objects represent al o0 8L| mt e
the algorithms that can be used to manage virtualize 0 © 9 PML Char ge ]
environments. Physical machine objects represent re: %0-* = A
physical machines and store virtual machine objects &o.2f ““—PM2 Charge 1
Finally, the virtual machine entity represents a virtual 0.9 20 ‘ 55 -

machine which executes in the system and its resourc Ti rATlt(e)(s)

consumption pattern.
Figure 10. System charge variation.

A. Physical Machines

Thhe_ phyS|caId n;_achlrr]]es ent!tles are similar to re‘filreaction to it. We can also opt for distribution functions
machines. V(;/e € mek the maX|er1]m procef?sordcapang generate machine profiles. In this manner, given that
memory, and network resources that are offered on eagpq developer possesses knowledge of the types of virtual
simulation step and also we associate virtual machineg,

) i , , : achines that will be deployed in real scenarios, it is
to phy3|§:al r_nach_lneg. The |mplemenFat|on also S'mUIa_teﬁossible to simulate access patterns even without the
a generic v_|rtual_|zat_|on pl_atf(?rm, Whlch_ allows the uti- oyistence of real profiles.
lization of virtualization primitives (creation, destiign,
and migration), and also the implementation of different ) )
resource schedulers. The simulator user adds costs fo VOLTAIC and the Simulation Manager
perform the primitives and schedule tasks. In simulation, VOLTAIC possesses its own entity, ca-

The implemented processor scheduler makes a fapable of interacting with physical and virtual machines.
resource distribution among virtual machines (proporVOLTAIC allows the execution of the monitoring tasks,
tional division). For instance, if the physical machineyonl migration algorithms, and migration candidate selection
provides 100 processing units per step and two machinesgorithms. This interaction is accomplished through the
try to use 100 units each, each machine receives onlgimulation manager. The simulation manager coordinates
50 processing units and the simulator stores that virtuahll simulation activities. We can define the number of
machines lost resources in this interaction. In this casegimulation rounds and the number of steps for each round.
each machine achieved a loss of 50 processing units. The simulation manager also helps the system to perform

migrations, by invoking sending and reception methods
B. Virtual Machines on each physical machine. At the end of the execution,
we can generate a log of all operations and procedures

Virtual machine entities inherit characteristics from . X ;
Ahat were taken during the simulation.

physical machine entities, but there is no implementatio
of the virtualization platform. We define processor, mem-

ory, and network thresholds. Besides, the virtual machine V. RESULTS

entity allows the utilization of customized profiles for The implementation and simulation results were ob-
each resource, enabling the injection of real resource cotlained in two identical physical machines (PM1 and
sumption patterns in the simulator to see the VOLTAICPM2), connected by Intel 82599EB 10 Gbps cards



through an optic fiber. The servers have two Intel Xeorutilization profile from Fig. 8 and the physical machines
X5570 processors, with a total of 16 physical cores anaonfigurations were reproduced in the simulator and we
24 GB of DDR3 1066 MHz memory. The virtualization observed the system charge variation. Results show that
platform that was used was KVM and tHe bvirt for the same real charge, the simulator shows the same
version was 0.9.6. behavior in processor variation and in system charge

The test methodology follows the evolution of variation, as seen in Fig. 11. The simulation steps were
VOLTAIC system, with the intention to demonstrate theassociated to the time in seconds of the real system
validity of each step of the development of the proposalexecution.
Initially, we perform tests that demonstrate the proper
working of the proposal when it is implemented in a real
environment. We capture real utilization profiles from this
scenario. The simulator is then fed with the real scenari
information, such as the estimated migration time and th
resource utilization profiles. Next, we test the behavior of
the simulator when it is subjected to real profiles. We
observe that the simulator shows a behavior that is equi —
to the real system implementation. After that, we simulate
environments with higher number of virtual and physical
machines, to evaluate the performance of the system anglyure 12. Lost cycles in function of the number of virtual ahimes.
the resource allocation schemes in broader scenarios.

In the first implementation test, we created two virtual
machines. Each virtual machine receives processing tasl _ 300

75

60F
SandPi per
45¢ No Al gorithm

30r

Lost Cycles (%

15f VOLTAI C

10 20 30 20 50 60
Virtual Elenents

and uses up to 16 of the available cores. If the physice g
machine cannot provide enough processing, virtual ma s
chines suffer from utilization capability reduction until E 200
there are enough resources available. = sandPi per
In Fig. 8, we observe the processor utilization of = !
two virtual machines (VM1 and VM2) during time. 5 100
The processing scale represents the total utilization ¢ ¢ :
processor resources, which varies from zerd %00%, 8 No Al gorithm
which represents the full utilization of all the 16 availabl 0.0 ‘ ‘ ‘ ‘
cores. Initially the two virtual machines are allocated in 40 50 60 70 80 90
physical machine 1. We can see that in the instagd Simlation Steps

seconds VM1 receives an intensive processing task, which

elevates its processor utilization frod% to 1.000%. In  Figure 13. CPU utilization in details. VOLTAIC OutperformandPiper
this situation, the physical machine is totally saturatecnd the execution with no algorithms in the CPU provision.

and even a small positive variation of processor usage can .

generate performance losses. VOLTAIC detects the aug- 10 demonstrate VOLTAIC, the simulator was loaded
ment in the processor demand and opts for automaticall‘j)”th virtual machines with processor utilization profiles
migrate VM1, which is the virtual machine that shows that follows a normalized distribution centered in 200% of
higher probab“ﬂy of Satura’[ing PM1 to PM2, to fa|r|y processor utilization. Each virtual machine is Configured
distribute the charge among physical machines, as seen fith 256 MB of RAM memory and this amount is fixed
Fig. 10. Therefore, VOLTAIC relocates virtual machinesfor all machines. In the simulations, we do not consider
according to the physical machines that can provide théhe utilization of network interfaces. In the beginning of
resource profile which is the most compatible with eacHeach simulation round the initial allocation of each viftua

virtual machine. machine is modified and we verify the amount of lost
10 ‘ ‘ ‘ ‘ processing cycles in the system. The lost cycles are related
S 08 Mg O VB Charge to simulation steps in which resource demand is higher
3 ;] % than the current configuration of the system can provide.
5 0.6 \ PM2 Si"nul at ed 1 . .
= i ], onarge The lost cycles can be defined as a function of the amount
2 R B e — of cycles required by virtual machines and the amount of
& 02 Eharge ated ] cycles that each physical machine can provide. The total
0.05 55 Tiﬁ% o 50 50 required cycles of the virtual machines is defined as
n m
Figure 11. Equivalence between simulation and implemiemtat Crotalreq = Z Z prociiﬁp 3)

step=1vm=1

To enhance the scale of tests, we developed a virtuathereprocsté? represents the amount of processor cycles
environment simulator. To validate the simulator, the sameequired by the virtual machinen in stepstep. We sum



all the required cycles of each virtual machine in eachsystem reduces the lost cycles in 10% when compared to
simulation round and then calculad&,qireq. In Order to  the results that use no algorithms.

define the amount of lost cycles on each simulation step, In Fig. 13, we verify the analysis of a random virtual
we defineAs’<? that represents the difference between themachine in one of the execution rounds of the tests.
resource demand and the resource capability of physic&lle can verify the processor consumption attempt, and
machinepm in stepstep. The formal definition ofA can  the processor consumption offered by VOLTAIC, Sand-

be seen in Eq. 4. If the number of required cydi&$:? . Piper, and in the absence of reallocation algorithms. Our
is greater than the available resourdégffejfm_ o A is  proposal, as time evolves, learns the behavior of virtual

positive. Positive values of delta mean that there werénachines and selects a better placement for it. After
lost cycles. If A is equal to zero, then all the required 18 simulation steps, VOLTAIC found out the physical
resources fit exactly on the physical machine capabilitymachine that better suits the virtual machine and ensure
If A is negative, the physical machine was able to fulfillproper resource allocation for it.
the cycle demand.
VI. CONCLUSION

ASeP = RylP — RO (4) Quiality of Service and elasticity provision are great

challenges for cloud computing. Efficient resource allo-

We also define;’*? as the number of cycles that were ~ < - - . :
cation is fundamental for scalability of this computation

lost
lost in stepstep, as seen in Eq. 5. In this equation, if there

ron - - Astery|Aster model. We propose VOLTAIC that is an efficient system
were lost cyclesAj ¥ is positive and ther==——== " 15 gynamically reallocate virtual elements in physical
is equal to the amoun}tof Ios}tcycles.Aff)igp is less than  achines. VOLTAIC analyzes utilization profiles and,
or equal to zero, theﬁw is equal to 0 and there based on usage correlations, reduces the amount of wasted
is no contribution to the number of lost cycles. processor cycles during normal and saturated scenarios.
This reduction can be achieved through automated virtual
oster _ i Aster 4 | Aster 5) machine migration.
lost 2 The proposed heuristics predict saturation situations

pm=t and trigger the migration algorithms. The algorithms

Finally, we defineCiotaios: as the total number of getect and select the physical machines that are closer
fulfilled cycles divided by the total number of cycles thati; saturation and find the best candidates for machine

were requested, as seen in Eq. 6. migration. Results show that the proposed migration algo-
100 n rithms reduce in up to 10% the failure rate in the offering

Clotallost = o * Z cprer (6) of processor resources. Therefore, the results show that

totalreq /o=y the proposal performs well for the analyzed data center

After the simulation, we develop a statistical analysisscenarios, maximizing the amount of instantiated virtual

of data and compare the amount of lost resources iachines, ensuring the fulfillment of services, avoiding

VOLTAIC, SandPiper, and without autonomic migration "€SOUrce waste, and enhancing the profit of providers.

algorithms. Besides the dynamic allocation proposal, this article
The results seen in Fig. 12 show the amount of pro_brings as a contribution an implementation of a virtual

cessing cycles that were lost in function of the numberenvironment simulator. This simulator allows the instan-

of virtual machines allocated in the physical machinestiation of virtual elements and virtualization platforms.

The value of lost cycles is derived from the application '€ Profile of the virtual elements can be loaded from
of Eq. 6 in all tested conditions. These results werd€al traces. Finally, the simulator is extensible and alow

obtained in the execution of five rounds of 100 simulationt® development of new schedulers and virtualization

steps and we simulated 10 physical machines. The resulf§oPosals. As a future work, we intend to extend the
show that VOLTAIC reduces the amount of lost cycles in5|mulator and to |mplement new hegnsﬂcs t_o dynamically
more than 10%. We can observe that until the number of/l0cate resources in cloud computing environments.

virtual machines reaches 35, the proposal presents better
results than SandPiper. This occurs mainly because the
selection criterion of critical machines takes into acdoun [1] N. Fernandes, M. Moreira, Moraest al., “Virtual net-
the correlation of the virtual machine profiles and the ~ Works: Isolation, performance, and trendsihnals of

criticality of virtual machines. Telecomm.pp. 1-17, 2010.

. . . [2] S. Dustdar, Y. Guo, B. Satzger, and H. Truong, “Principle
AS_ the number of virtual machines increases, the of elastic processesfhternet Computing, IEEEvol. 15,
physical machines became more saturated and eventually o, 5, pp. 66-71, 2011.

all of them are classified as critical. If this happens, [3] M. Armbrust, A. Fox, R. Griffithet al, “Above the clouds:
the priority heuristic that chooses less stable machines A berkeley view of cloud computing,” Technical Report
and searches for adequate reception profiles became an YCB/EECS-2009-28, EECS Department, University of

) . California, Berkeley, Tech. Rep., 2009.
algorithm that takes into account only the system charge,[4] M. Bolte, M. Sievers, Birkenheueet al. “Non-intrusive

because all physical machines present saturation symp- ~ virtualization management using libvirt,” iRroc. of the
toms and critical machines. Even in these conditions, the  CDATE EDAA, 2010, pp. 574-579.
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