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Abstract

A common assumption in intermittently-connected (or opyaistic) mobile networks is that any contact has enouglaciégpto
transfer the required amount of data. Although such an gssomis reasonable for analytical purposes and when ctahtee
small, it does not hold anymore when users produce conteatsate larger than the capacity of a contact. In such a cases u
must slice data and send fragments separately, which abettsr use of short contacts and progressive disseminatitarge
contents data pieces. The main question here is to desigreiiestrategy for deciding which piece(s) to transmit wkrenaodes
meet. In addition, although small pieces imply a better usshort contacts, they generate more overhead due to theefsead
required at each piece. In this paper, we investigate theséssues: piece size selection and piece selection syrakegst, we
theoretically define the global goodput of the system théihde the tradef® between the size of the shortest contact that can be
considered as useful and piece overhead. Results fromvaréd-traces show that, for reasonable header size, the giee can
be selected out of a large range of values without signifigémipacting the results. Second, we present the design\aidation

of PACS (Prevalence-Aware Content Spreading), a compléistributed algorithm that selects pieces to transfeetam their
popularity. We evaluate the performance of PACS using bygtithetic and real traces from intermittently-connectetivoeks.
When compared with sequential and randomized solutionshew that PACS significantly outperforms these approacbtsib
terms of latency to achieve full dissemination and ratioftéaive contacts. Moreover, PACS achieves performancéslévat are
extremely close to a centralized oracle-based solution.
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1. Introduction ters becomes impractical, as two main limitations rise stfir
nodes that experience short contacts frequently mightrrreve

Important advances in the area of opportunistic networkgejye the data. Second, transfer opportunities are wastet |
have been achieved including the conception of application ing to poor overall performance. To optimize data dissemina

enable content sharing among users on the move [1, 2, 3]rIn O i sych scenarios, it is fundamental to adapt the amount

daily lives, users generate, consume, and share conte&éh ¢ ansmitted data to the contact capacity. Hence, nodes mu
becoming increasingly larger. We address the followingsgue gjice the data and send fragments separately. The main chal-

tion: how to giciently disseminate such large contents in 0p-jenge when disseminating fragmented data is to decide which
portunistic networks when contacts have limited capachiia piece(s) should be sent when two nodes neet.
is a realistic situation, as portable devices such as stmantgs Before addressing the piece selection problem, the first es-

a_nd compact cameras are now aple to generate high-definitiqy g point to investigate isow to determine the fragment
videos that are resource-consuming. As an idea, average stgiece) size One solution is to specifically adapt the piece size
dard videos on YouTube are 10MB long [4]; in HD quality, this 1 aach contact capacity. In other terms, nodes must take int
vglue goes up to 40MB. If we consider quetooth as the undery .oyt the capacity of each contact when sending any donten
lying transport technology (as suggested in several paphS ¢ the content is small enough to be transmitted during the co
tra_nsferring such amounts of data opportunistically waeld tact, the content is fully sent. Otherwise, the contentvideid
quire contacts of 80 to 320 seconds, at best. into several pieces so that at least one piece can be traegmit
A few experimental initiatives have shown that most Contacburing the contact. This solution is not straightforwandcsi
durations in human-driven opportunistic networks fall entthe the contact capacity characterization needs to be veryraiecu

. " . ) .
minute [5. 6, 7] For example, Gaito et al. show in their ex- Therefore, it highly depends on the underlying technoldgy
periment that more than 50% of the contacts last for lessthan other solution is to have a standard piece size; when nodtes ge

minute (they found a median contact time of 48 seconds). Tryg e |arge contents, they automatically divide the cdstieo
ing to transfer large contents during these short-livecbane

2This paper is a significant extension of our previous papAC®. Chop-
10ther fundamental papers could not show such a behavioegséhed on ping and shling large contents for faster opportunistic dissemindtipub-
beaconing periods of 120 seconds or more [8, 9]. lished atiFIP WONS2011 [10].
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pieces of equal size. In this paper, we consider this seaulnd s  the problem of content dissemination in opportunistic reks
tion to determine the standard piece size. In Section 4, we foand present our network model in Section 3. We formalize the
mally bring out the trade®to deal with between turning small problem of piece dimensioning in Section 4 and describe the
contacts into useful and increasing the payload. We haw uséasic piece dissemination strategies, namely sequentaban-
movement traces obtained from RollerNet to study the impaatlom strategies, in Section 5. We present PACS in Section 6 and
of piece size selection on a real world dissemination séenar evaluate its features in Sections 7, 8, and 9. Finally, in Sec
RollerNet trace was collected from an intermittently-ceated  tion 10, we conclude the paper and raise future researct-dire
mobile network formed between 62 people during a rollerbladtions.
ing tour in the streets of Paris, which lasts for 3 hours [B} |
te.restin.gly, results show that as header remains rea&nrtlab_l 2 Related work
piece size can be selected from a large range of values withou
significantly impacting the results. Data broadcasting in opportunistic and ad hoc networks has
To address the problem afhich piece(s) should be sent been the subject of several works. The proposed approaahes c
when two nodes meaine possibility is to rely on a naive ap- be classified in four main categories: simple flooding, philba
proach and transfer pieces in a sequential order, i.e..gxide ity based, area based, and neighbor knowledge [13]. In addi-
seminate the pieces with the lowest identifiers first (see Sedion, a new data dissemination category based on network cod
tion 5). As we will show later, the main problem with this ing emerged recently [14, 15]. The main objective of all thes
approach is that it does not capture the conditions of the nesolutions is to achieve anffcient dissemination while mini-
work and leads to poor dissemination ratio. Another pobsibi mizing the number of transmissions in the network. This is
is to disseminate pieces in a uniformly-distributed randealy,  done by selecting the best relay nodes among all the neighbor
but it does not capture contact patterns either. In thispaye an infected node has. Nevertheless, all these approaches as
show that: (i) the order of piece dissemination mattersp@id  sume that any contact is long enough to transfer the datarunde
piece selection can lead to fifiective contacts, and (iii) uniform consideration. This problem is somehow complementaryeo th
random selection is not enough. To our knowledge, no praviouone addressed in our paper. Indeed, these solutions arswer t
work has addressed this problem. the question of how to select relay nodes while we address the
In order to counterpart the abovementioned issues, we praiuestion of how to select the piece to transfer once the relay
pose PACS (Prevalence-Aware Content Spreading), a pafyular node is already selected.
based strategy to select pieces to be exchanged betweédmn neig Pitkanen et al. studied the impact of data fragmentation in
bors solely based on node-local information. Through th&ir  one-to-one opportunistic network communications [16].eyh
cessive contacts, nodes keep track of the disseminatiehdév considered two fragmentation strategies: reactive fragaie
the pieces throughout the network and use this information ttion and proactive fragmentation. In reactive fragmentati
transfer less prevalent pieces first. To this end, nodesagxggh  the sender starts transmitting the data until it is intetedby
a small boolean vector when in contact. By combining suctthe link failure caused by the end of the contact. In proactiv
vectors over time, nodes are able to build a popularity map ofragmentation, the source node divides the data into pietes
pieces in the network. We show that such a simple local stratstandard size (based on the expected average contacttgapaci
egy significantly increases the system performance. We eval'hey concluded that the reactive fragmentation with preeefi
uate PACS using both synthetic and real-world mobilityésac fragment boundaries allows significant improvements in-one
from intermittently-connected networks. Synthetic usewver  to-one communications. In this paper, we show that even sim-
ments are generated using the random trip model [11] and thgle proactive fragmentation can improve one-to-all comimun
community-based mobility model proposed in [12]. Addition cations (data dissemination in our case). We found thatge lar
ally, we have also used the RollerNet trace described above. range of piece sizes allows reducing the overall dissemimat
In summary, the key contributions of PACS are: delay (for more details, please refer to Section 9.2).
As discussed in Section 6, PACS, our piece selection pro-
e Higher heterogeneity of pieces in the network PACS  posal, is inspired by BitTorrent. Several solutions haverbe
prevents nodes form getting the same pieces first, whichroposed to adapt BitTorrent to opportunistic and ad hoe net
leads to quick increase in the number of infected nodes.works [17, 18, 19]. Most of these adaptations, however, dim a
e More useful contacts.PACS leads to much higher con- cons:tructing and maintqining an overlay network that ezgbl
: S multi-hop message routing. In other terms, nodes do not need
tact dfectiveness, i.e., it reduces the number of contact§0 be direct neiahb C
ghbors to become peers. Our solution, in turn

that cannot be used because nodes have the same pieces, . . L
uses the network layer and the immediate communication ca-

e Reduced dissemination delay.By turning more con- pabilities of the nodes to disseminate data. Nadan et ak pro
tacts into &ective opportunities, PACS significantly re- posed SPAWN, a cooperative strategy for content downle@adin

duces the latency for the contents to be fully pushed to alln vehicular networks [20]. The piece selection scheme irsed
nodes. SPAWN is based on a proximity-driven strategy called rarest

closest. Such a strategy selects the rarest pieces andaifies r
The remainder of the paper is structured as follows. In Secthem based on the distance to the closest peer that hasabat pi
tion 2, we give an overview of related work. We briefly deserib This solution shares with PACS the same motivations, hey t
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(a) Sequential. (b) Random.

Figure 1: A motivating example. Selecting the pieces todfemnis fundamental tofeécient dissemination of fragmented contents.

prioritize rarer pieces and consider peer location. SPAWH a We show in Fig. 1(a) the sequential approach at three con-
PACS diter however on a fundamental aspect. SPAWN, asecutive time instants. In the very beginning, only nogéas
the abovementioned solutions, constructs an applicdéiper  the content (composed of four pieces). tAt t1, n; meetsn,.
overlay that does not limit the peer selection to the one-hofhis latter has no pieces yet. The contact allowing the fesins
neighborhood. Hence, it needs an underlay routing protocadf two piecesn; sends then pieces 1 and 2. tAt t,, n; meets
that maintains multi-hop routes between peers. n3 (which does not have any pieces either). As for the previous
Some other solutions implemented file swarming by onlycase,n; transfers the first two pieces. At= t3, noden; has
considering one-hop communications [21, 22]. Both sohgio left the network. Whem, andn, meet, the contact opportunity
use uniformly-distributed random piece selection. Néwert cannot be used because both nodes have the same pieces.
less, they use network coding in order to mitigate the coupon The ideal case would have been the one in Fig. 1(b). Node
collection problem by increasing piece heterogeneityal®n  ng, instead of disseminating the same pieces each time it meets
some papers presentedtdient architectures to enable mobile a node, applies some randomized strategy to avoid theisituat
peer-to-peer distribution of large contents [23, 24]. Inhbo described above. Here, Bt t3, hodesn, andng are able to
architectures, contents are exchanged opportunistiedlign  exchange pieces turning the encounter into a useful contact
nodes are within communication range. However, the piece In a real network composed of dozens or even hundreds of
selection strategy fiers. Jung and al. used the random se-nodes, contact patterns are expected to be much more complex
lection strategy [23] whereas Helgason et al. presentethan i than the example above. As we will show later in this paper,
plementation of the sequential strategy using a pull-based PACS is a generalization to the solution shown in Fig. 1(b).
chitecture [24]. We show in this paper that a more sophigtita
piece selection strategy can enhance such architectures. 3.2. Network model and assumptions

Let N = {ng,nq,...,ny} be the set oN nodes in the net-
3. Content Spreading in Opportunistic Networks work. Nodes are mobile, but we do not assume any a priori
knowledge of mobility patterns. For the sake of simplicityg
In this section, we provide all the necessary background beassume that all nodes in the network are interested in tlgiani
fore introducing the piece dimensioning problem and the discontentC that is initially only available at a single node. With-
semination algorithms. In our problem, a relatively laog®-  out loss of generality, we call this node the data source &nd d
tentmust be disseminated to a population of mobile nodes thatote it asng. The generalization to any number of data sources
communicate in an opportunistic fashion. To reduce the disand contents is straightforward.
semination delay, the content is sliced into a numbegietes The data source chops the content iktieces of equal
of equal size, which allows benefiting from shorter contactssize. The number of pieces is deduced after selecting pieee s
than the one necessary to transfer the entire content. $n th{See Section 4, for more information about how to accurately
context, we address two problems. First, having a clue on thdetermine the piece size). Pieces are sequentially idehtis
contact capacitiesiow to gficiently select the piece sizésec- C = {Cp,C1,...,Ck-1}. Nodes use their contact opportunities
ond, given the pieces and a contact opportumityich subset of to get pieces, i.e., we assume that there is no infrastreittur
these pieces should be transferred if the contact is nfitent  help the dissemination process. Nodes can get pieces fem th

to transmit them af? data source and from any other node in the network having it.
Each nodey; stores locally aravailability bitmap vectol, =
3.1. Piece Selection: A Motivating Example {ao, .. .,ak-1}, whereay = 1if the node has pieag, andax = 0

We now illustrate why the proper selection of pieces to sen@therwise. The necessary contact time to transfer one tB'_ece
is important. The straightforward approach for a node te dishotedr. We call this a contact slot. Thus, a contact duration
seminate content in an opportunistic network s to trarifezes ~ can be used to transfgf ] pieces.
based on an increasing order of identifiers. We will call this Al the variables are summarized in Table 1.
strategysequentialn the remainder of this paper.



Table 1: Summary of the variables. Fp) T~
Variable | Definition "
N Set of nodes in the network 2
N Number of nodes ifN § F(2p)
No Data source =
C Content to be disseminated @
K Number of pieces that compo€e
G ith piece ofC F(3p) 3 -
T Contact slot (time to transfer one piece) p 2p 3p M
an, Availability bitmap of noden; Capacity

Figure 3: Example of contact capacity CCDF. Dimensioningpfgm parame-
ters. pis the piece sizep = h + d.

upper bound), the global goodpittan be expressed as follow:

dx S

T

whereT is the total contact time anfl is the number of useful
. o . contacts able to transmit one piece of gize h + d.

4. Dimensioning content pieces If all the contacts had the same capagfys would be equal
to mx F(p) (mbeing the total number of contacts). However,
a contact of more thanfwould be able to transmit 2 pieces.
This represent§(2p) of contacts. A contact of more tharp3
fcapacity could transmit 3 pieces(@p) of contacts), and so on.
Hence,S can be writen as:

G= 1)

Figure 2: Chopping a large content into several pieces.

The first step to deal with when considering the dissem
ination of large contents in opportunistic networks is the t
choice of the piece size. Conte@tis chopped intK pieces
of the same size (c.f., Fig. 2). In addition to a data block o
sized, each piece includes an overhead of fixed bizBesides
the source ID, the overhead could include useful infornmatio

. e OV . - : %)
to line up the pieces into their correct positions when riebui _ .
ing contents as the content ID and the sequence number of the S =mx ; F(ixp), (2)
piece. -

On one the hand, the size of the piece must be small twhereM is the maximum contact capacity (c.f., Fig. 3). When
take advantage from most of contact opportunities. Indiwed, we replaceS in eqg. 1, we get:
smaller the piece, the larger the percentage of contactstabl y
transmit it. Nevertheless, when the piece is too small, tuelg 1 e )
put decreases since the overhead increases. On the otfier han G = dxmx e F(i(h+d)). (3)
if the piece is large, the overhead introduced remains giegli i=1
ble — but the number of useful contacts decreases. Therefore T angm being fixed, we must find the maximum value of

there is a tradebto deal with when selecting the piece size.  he following functiong to maximize the global goodpgt
As illustrated in Fig. 2,C is chopped intoK pieces{cy,

Ci1,...,Ck_1} of size p. Each piece contains a data block of Lre ]
sized and a header of size. Hence,p = h+ d. The dis- g(x) = xx Z F(i(h+ x)). (4)
tribution of contact capacity is represented by the complem i=1

tary cumulative distribution functiok shown in Fig. 3. For

pieces of sizep, the proportion of useful contacts (those thats_ Basic content dissemination strategies

are enough to transfer a piece of sigeis F(p). The trade-

off can be expressed as follows. As the piece size tends to the We now detail the operation of the basic piece selection

minimum contact capacity (moving from the right to the left o strategies. A piece selection strategy specifies the poetcarts-

the x-axis), more contacts are usef(p) increases) but more fer during a contact slot. We call “basic” strategies theussy

overhead is introduced$; decreases). As the piece size tendstial one illustrated in Section 3.1 and a randomized one @her

to the maximum contact capacity (moving from the left to thepieces to be transferred are selected following a unifomm la

right on thex-axis), fewer contacts are used(f) decreases)

but less overhead is introduceg{ increases). 5.1. Sequential content dissemination

Assuming that there is always at least one piece to exchange |n the sequential strategy, nodes transfer pieces to neighb

each time a contact happens between two nodes (this gives usia an increasing order of identifiers. This implies that ifale
has piecec;, it necessarily has pieceg, ¥0 < k < j. We
note ¢, as the largest identifier of pieces owned by noxle



Algorithm 1 n; sequential strategy Algorithm 2 n; Uniform random strategy

1: while contactwith(n;) do 1: while contactwith(n;) do

2. receivefrom(n;, &(n;)); 2. receivefrom(n;, a;);

3 if (&(n;) < &m)) and (initiate_.connexionwith(n;)) then 3 if (& A (—a) # 0) and (initiate_connexionwith(n;)) then
4: Cs,; < Comy)+1; 4: Cs.j < radom.selectionfrom(a; A (-a;));

5: sendto(n;, Cs_,); 5: sendto(n;, cs_,;);

6: else 6: endif

7: if (€(n;) > €(m)) and (connexioninitiated_by(n;)) then 7. if (a; A (&) # 0) and (connexioninitiated_by(n;)) then

8: receive from(n;, Csi ); 8: receive from(n;, Csi );

9: if (csjai = Cgm)+1) then 9: Bjoi e fig,. .. ik-1) k=0, YK < K (k # sj_i) andiqui =1
10: e(n) « e(m) + 1; 10: & «— & Viji,
11 else 11:  endif
12: ignore(Cs,_,;); 12: end while
13: end if
14: end if
15:  endif a, an, ay, a,
1o end while [fafafo]  [ifoJofr]ae an[af1]rfa]  []oot[1]en

=) =)

(a) State 1: selecting pieces.  (b) State 2: updating local vectors.

Figure 5: Piece selection using the uniform random stratégigially, n; has
‘ l ! [ ! [(1 [ Ol l 1[ ! [ ! [ 0 l pieces{co, C1, C2} andn; has piece$co, C3}.

(a) State 1: selecting pieces. (b) State 2: updating local variables.
distributed random way. After one round of exchanges, nodes
Figure 4: Piece selection using the sequential strateggially n; has pieces ~ Update their availability vectors as:
{Co,C1} (€ =1). nj has piecescy, C1, C2} ((‘:ni =2). _
an, « an Vi,
an <« an Vi (5)
j j Cisj*

e, G, = jifa =1Vk < janda = 0,Yk > j. Initially,
all nodes in the network are looking for the first piece (icg), =~ Whereic_; andic,_, are vectors oK elements with all positions
except the data soureg that already has all pieces. Formally, equal to 0 except the position relative to the piece justivede
&, = -1, ¥Yn e N\ng and¢,, = K - 1. which is set to 1Y stands for the “or” operator).

When two nodes; andn; meet, they exchange their cor- ~ We illustrate the algorithm in Fig. 5. Nod® (resp. nj)
respondinge” Consider first the case wheeg > &, which  has piecesco, €1, Cz} (resp. {Co, Cs}) as shown in the availabil-
means that; has at least one piece thgtdoes not have. As ity vectors (Fig. 5(a)). After exchanging their vectors tinly
long as the contact duration allows, nodetransfers pieces piecen; could send tay is c; whenn; could randomly select
following the Sequence, +1,Ce, +2; - - -» Gt - If &, < &, the one of the piecefcs, ¢} to send it ton;. Assume that the con-
same is done but from; to n;. At each transfer, the receiv- tact lasts for two slots. Hence, two pieces can be exchanged.
ing node increments its correspondimgNote that if;, = &,, ~ Suppose than; sendscs to n; during the first slot and that
the contact becomes useless as the nodes have exactly the s&@nds piece, during the second slots. After piece transfers,
contents. For a contact of duratigrthe maximum number of €ach node updates its vector. The availability vectors ipeco
pieces transferred is mig; — &jl; [t/7]}. an = {1,1,1,1} anda,, = {1,0,1,1}. The strategy is fully de-

This strategy is illustrated in Fig. 4. The content is com-tailed in Algorithm 2.
posed of four piece¥( = 4). In this example, the only possible
exchange is transferring the piegefrom n; to n;. Algorithm 1

. 6. PACS: Prevalence-Aware Content Spreading
details the strategy.

The goals of PACS are to achieve fast content dissemina-

5.2. Uniform random content dissemination tion while keeping the overhead low and making better use of

The idea behind the uniform content spreading strategy isontact opportunities. The challenges of conceiving susysa
to select, among the pieces a neighbor has not receivedget, ttem are mainly twofold. First, nodes must have a clue on the
ones to be transferred in a uniformly-distributed randony.wa dissemination progress of each piece, so that they can -appro
When nodesy andn; meet, they exchange their availability priately prioritize their transmissions. Second, the elisia-
vectorsa, anday, (as defined in Section 3.2). Nodg(resp.n;)  tion information must remain local to reduce the overheatl an
computesan, A (—an,) (resp.an, A (—ay)), which gives the can-  achieve a scalable solution.
didate pieces to be transferred ¢tands for the “and” operator In PACS, in addition to the availability vector, nodgalso
and-is “not”). During the contact, one or more of these candi-keeps a prevalence vectpy, = {po, p1. ..., Pk-1}. As it will
date pieces are chosen to be transferred based on a uniformlyecome clearer later, the goal @f is to give a local view of
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Algorithm 3 n; PACS strategy

1: while contactwith(n;) do
2: receivefrom(n, a,);

3. Py < Py

4 if (ay A (=an;) # 0) and (initiate_connexionwith(n;)) then
5: Cs_,; < prevalenceselectionfrom((ay A (=an))), Pn,);
6: sendto(n;, Csé;)?

7. endif

8: if (an A(-a,)# 0) and (connexioninitiated_by(n;)) then
9: receive from(n;, CSH);

10: iCj—»i —{ig,...,ik1}; ik =0,Yk< K (k# Sj_>i), iSj—»i =1
11 8 Ay Vi

12:  endif

13: end while

an [1]1]1]0] [1]a]o]1]an

OO =)

aannnGannEAG RN

[ToTolr» o [i]1f]

[8L:3]5]1]Pn

(a) State 1: select pieces. (b) State 2: update local vectors.

Figure 6: Piece selection using PACS. Initialy,has piece$co, c1, 2} andn;
has piecesco, C3}.

the prevalent pieces in the network. Initially, all nodeséa

an empty prevalence vector. When nodeandn; meet, they
exchange their availability vectors, exactly in the samg am

try to exchange the pieces with the lowest prevalence fitss T
corresponds somehow to the rarest-first algorithm usedtin Bi
Torrent. Nevertheless, the notion of rarest piece is efsdignt
different in the two cases. In BitTorrent, each peer maintains
a list of the number of copies in its peer set. This list corre-
sponds to the prevalence vector described in PACS but cantai
exactly the number of copies in the peer set (neighborhood).
In PACS, instead, nodes update their prevalence vector each
time they initiate a connection with another node. Even thbo
strategies give the node an egocentric view of the raresepje
PACS adapts the algorithm to counterbalance the instaloiit

a node’s neighborhood due to the dynamics of the environment
Indeed, the nodes that are the most represented in the preva-
lence vector are those encountered ofteryanduring longer
time intervals.

7. Evaluation framework

In this section, we summarize the simulation and model pa-
rameters. We use the ONE [28] simulator with both mobility
models and real movement trace based simulations.

7.1. Simulation parameters

We study the impact of the following main parameters:
Area size We consider two scenarios with the following area
sizes: 300m 300m and 1,000x1,000m. The first area is of
the size of a train station when the second area is large as a
downtown area.

the uniform content dissemination strategy. They also tgpda Number of nodes The number of nodes varies between 100

their prevalence vectors respectively as:

P < Pntén,

6
pni — pnj + ani' ( )

and 2,500. By default, the number of nodes is set to 250. This
parameter, associated to the area size, determines batletthe
work density and the network diameter.

Number of data sources By default, we consider a unique
content originally available at a single data source. Weays

Among the candidate pieces to be transferred, nodes seleglg the impact of the number of initial copies, we vary the aum
the one with the lowest prevalence. In case of tie, a piece iger of data source between 1 and 250 nodes.

chosen in a uniformly distributed random way. logt be the
piece sent by to nj andcs_, be the piece sent by; to n;.
Once this step done, nodes update their availability veasr
indicated in Equation 5.

Number of piece sourcesThe content pieces are generated at
a single data source by default. When we evaluate the impact o
the initial piece dispersion on the dissemination delayyany

the source of the dierent pieces from all the pieces generated at

In the very beginning, the prevalence vector has a limited; single source (number of piece source set to 1) to each piece

influence on the selection algorithm but gains importance agenerated at a fierent source (number of piece source set to
nodes move and exchange pieces. We show an example {Re number of pieces).

Fig. 6. After exchanging their availability vectors, nodgs
date their prevalence vectors as indicated in Equatiqp), 6
{6,1,3,2} andpnj = {8,3,5,1}). Similarly to the previous ex-
amples, we assume that contact last for 2 slots. Theimans-

Content size The content size is set to either 12MB or 48MB.
We consider these values to fit a realistic scenario of video d
semination. As observed in [4], videos in YouTube have a mean
duration of 4.15 minutes for an average size of 10MB. In our

fers ton; the piececs that is the only piece it is able to select, simulations, a 12MB-file represents a standard definitide®;

while n; chooses the less prevalent piece frim c,} to send

while a 48MB-file is a high-definition video.

to n;. According top,,, piecec; is less prevalent than piece pjgce size We investigate the impact of the piece size on the
C2. Noden; sendsc; to nj. Once the exchanges are done, thegfrectiveness of the algorithms. The piece size is incremented

respective availability vectors are setdag = {1,1,1,1} and
an, = {1,1,0,1}. The strategy is described in Algorithm 3.

exponentially from 3kB to 3MB. By default, the piece size is
set to 384kB. The piece size together with the content size de

Note that PACS has some similarities with peer-to-peer systermines the number of pieces.

tems, notably BitTorrent [25, 26, 27]. Indeed, PACS uses ajeader size When we evaluate the impact of the piece size,

several pieces. When two nodes are in range of each othgr, thge consider that pieces have no header.
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. . about three hours. This trace is publicly available to the-co
Table 2: Simulation parameters. . .
Area size 300mx300m munity through the Crawdad repositcty.
1.000mx1 OdOm The number of nodes is set to the number of participants
’ ' in the experiment (i.e., 62). The transmission throughgut o

Factors Number of nodes | 100, 250, 500, 1,000, qqes is set to 125KBps that correspond to the nominal Blue-

2,500 tooth throughput. At each simulation run, we pick &elient
Number of data 1, 2, 5, 10, 25, 50, 100, node to play the role of the data source. The trace configurati
sources 150, 200, 250 is also summarized in Table 2.
Number of piece| 1, 2,4, 8,16, 32
sources 7.4. Benchmarking
Data size 12MB, 48MB We compare PACS with both the sequential and the uni-
Piece size 3kB, 6kB, 12kB, 48kB, formrandom strategies as described in Section 5. Besides th

96kB, 192kB, 384kB, strategies, we also consider a centralized strategy whege-a
768kB, 1.5MB, 3MB tral entity maintains a global prevalence vector. The dloba
Header size 0B, 56B, 2568 prevalence vector is used to select the piece to be traadferr
by nodes in the same way as in PACS. Nevertheless, it is only

Parameters Range 10m updated when a node receives a piece. The global prevalence

of the Moving speed [0.5,1.5] nys vector reflects exactly the current dissemination stateache

models Throughput 125 kBps piece in the network. We call this strategy tBeacle Obvi-
Number ofnodes | 62 ously, deploymg §uch a centralized strategy is |m.prabt€cm

RollerNet . areal opportunistic network. We use it for comparison pegso

configura- | Trace duration 3 hours only.

tion Throughput 125 kBps

8. Synthetic mobility evaluation

These parameters are summarized in Table 2, where bold

We use two mobility models to generate synthetic traces.
values stand for the default ones. y 9 y

First, we study the simple case of mobility induced by the ran
dom trip model. Second, we consider the community-based
mobility model, a more elaborated model founded on social ne

We used two mobility models for the simulations. First, work theory. Plots represent average results upon @8rent
nodes follow the random trip model. We only consider theryns. Parameters are detailled in Section 7.2.

steady state of the random waypoint by applying the formulas
described in [11]. The second model is the community-based.1. Impact of network density and diameter

model formulated by Musolesi et al. [12]. We vary both the area size and the number of nodes to study

For bc:;h models, nodeds move a;lwalking spegd (betwhee{he dissemination delay of a 12MB-file (Fig. 7). We define the
0.5m's and 1.51/5). Two nodes are able to communicate w €Ndissemination delay as the required duration for the carten

within communication range of 10m. Data is transferred al o received by all the nodes in the network. It is the elapsed

a 'Fhroughput of 125KBps. In at_:ldition, each model has SP€iime between the transmission of the first piece to the firdeno
cific parameters. For random trip, nodes may pause betwe

. Nod S tormlv picked in the inté &hd the reception of the last piece by the last node. We also
two trips. Node pause time Is uniformly picked in the INtérva o 4q e the contactfectiveness (Fig. 8). The contadfex-

[0. 12r?]s.bln tze comm.uTltyI-bgsedhmodeI, node; q(;e gr;gufefi\/eness is the ratio of the time used for transfers over dhe t
together based on social relationship among individua tal contact durations (in the period comprised between the fi

initial numbe_r of groups is set to 59‘ Groups are mapped ont d the very last piece transfers). It indirectly measuhes t
a topographical space corresponding to cells. The number ailability of new pieces when nodes meet. Afeetiveness

cells in the area is set tod3. Table 2 summarizes the parame- ;| ,ser 15 zero means that nodes meet but seldom have pieces
ters of the models. to transfer, while fectiveness closer to one reflects frequent

i . exchanges. As expected, for the four strategies, the ldinger
7.3. Real-world trace configuration number of nodes (denser network), the smaller the dissemina

We use the RollerNet trace to evaluate the performance afon delay and contacifiectiveness. This is due to the increase

the spreading strategies in real-world environment [5].e Th of the number of contact opportunities in denser networke T
trace has been generated through contact logs between Int@dquential strategy leads to the worst performance. Eviee if
iMote nodes (equipped with a Bluetooth interface). EachtdMo difference between the strategies is accentuated in sparse zone

performs regular scans and registers the MAC addresses of tl(rwith fewer nodes in the network), we can observe the same
responding devices around. The RollerNet trace has been col

lected during a rollerblading tour in Paris. iMotes were-dis

tributed to 62 participants and the total duration of the twas 131http=/ /crawdad. cs. dartmouth. edu/meta.php?name=upmc/
rollernet

7.2. Parameters of the mobility models
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Figure 7: Dissemination delay according to the number oesodissemina-
tion of a 12MB data divided on 32 pieces of 384KB. Random tRp)(versus
community-based model (CB).

Figure 8: Contact féectiveness according to the number of nodes. Dissemina-
tion of a 12MB data divided on 32 pieces of 384kB. Random tRp)(versus
community-based model (CB).

T . . . . ) T

tendency in dense networks (Fig. 7(a) and Fig. 7(b)). Regard £ O_z FMM!&H&M‘“’“M’?‘” £

less of the number of nodes and the area size, PACS performs £.. 06| __,',.,n-"“’ 2

better than the sequential and the random strategies, inregduc £8 o4 i oacs £

by about a half in average the dissemination delays. Further £ o, .t cOrace c

more, the results of PACS tend to the ones obtained usingthe § o . . S . & o7 . . S«
w 0 02 04 06 08 1 w 0 02 04 06 08 1

Oracle strategy.

Percentage of disseminated pieces
(a) Random trip model.

Percentage of disseminated pieces
(b) Community-based model.
8.2. Impact of the strategy on the evolution of piece dissami

tion
In order to understand the reason of such féedénce in
the dissemination delay between the strategies, we first com

pare the strategies regarding the piece disseminationtawol  (resp. random strategy), whereas 96% of nodes are already in
Fig. 9 shows the proportion of time required, out of the totalfected with PACS and Oracle. This result indicates that PACS
time, to fully disseminate a given percentage of pieces. Th@oyid be more robust to a premature departure of the source
total time corresponds to the dissemination delay. Theepiechogde from the network since other nodes are able to play the
dissemination is faster with the random and sequentialestra (q|e of seeds earlier in the dissemination process.

gies. Indeed, all the nodes get the first piece after 17% of the

total time for the random and only after 7% of the total timeg 3. |mpact of the strategy on the neighborhood redundancy
for the sequential. This reflects the fact that all nodeg btar
getting the same pieces with those strategies. Conversigthy,
PACS and Oracle, nodes start by gettinfijetient pieces and no

Figure 9: Piece dissemination evolution. 250 nodes. Dissaion of a 48MB
data divided on 128 pieces of 384kB. Are@@0m x 1, 000m.

We define the neighbor redundancy as the average fraction

of useless contacts. A contact is considered useless ifvie t
. : : 0 . nodes involved in it have no pieces to exchange. We consider
pieces are fully disseminated before 82% of the total tinte fothe dissemination of a 48MB-file divided in 128 pieces. Fig 11

Oracle and 71% of the total time for PACS. ) :
But what matters is the global behavior of the dissemina-ShOWS the neighborhood redundancy according to the number

. ) . . : . of nodes in the network. For all strategies, the nodes faage mo
tion evolution. Fig. 10 shows the proportion of time reqdire . ; .
useless connections when the network is denser. Indedd, wit

among the total time, to infect a definite percentage of node . : o
A node is infected when it gets all the pieces. Regardless th?é]e random trip model for example (Fig. 11(a)), only 1% osles

mobility model, we observe two fierent behaviors. Clearly of the contacts are useless when we have 100 nodes in the net-
. ' ' work. This proportion is 10 times larger for 250 nodes. The im

with PACS and Oracle, nodes are infected very quickly com- . : .
. . : ct of network density can be explained by the augmentation
pared to the random and sequential strategies. With PACS and _. ;

of simultaneous co-located contacts. In the same neiglolodrh

Oracle, the first node is infected around half of the totaktim nodes can qet pieces from more neiahbors when the network in
On the other hand, this first node is only infected at 80% of the getp 9

total time with the random and sequential strategies. Ma@&eo0 denser. In particular, two co-located nodes can get the same

when the simulation achieves 90% of the total time, only 1.69'€C€3 atthe same time but fronfférent neighbors. As a con-

. . . sequence, a future contact between these two nodes becomes
resp. 29%) of n re inf with th ntial S .
(resp. 29%) of nodes are infected with the sequential gyate useless. We observe, however, that PACS limits neighbarhoo
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versus community-based model (CB).

Figure 11: Neighborhood redundancy. Dissemination of aB&Mta divided
on 128 pieces of 384kB. Area Q00m x 1,000m. piece sources is equal to 32, each piece is initially avislab
a different node in the network. In this study, we do not con-

redundancy as compared to sequential and random strategig dter: tlt]je sequentl_?l strat?r?y since '_[he strategy pr."ldpﬁ d
For example, with 500 nodes, the number of useless contact _ O't' Iang/Torel moret andoneﬂ[])uicde_dsourtce ?);E s noee
with PACS is divided by two comparing to the random strategy. € initial state represents nodes that did not get Ine piece

This highlights the fact that co-located nodes get morerbete an mcrzaslmgfordﬁr of |d(;ent|f|ers. We OF? "J\ycesvalu?jt%theelxﬂrs;
geneous pieces with PACS. ination delay for the random strategy, , and OraclenEve

if the dissemination delay decreases with the increaseeakepi
source for all strategies, the improvement achieved is rsigre
nificant with the random strategy. Indeed, the delay is impdo
By more than 30% in this case, while it only reaches 12% with
PACS and Oracle. This result can be explained by the fact that
distributing diferent pieces to €lierent nodes enables an initial
iece shéling. In addition to node mobility, this can be enough
I%" get a good heterogeneity of pieces in the network even with
a random piece selection strategy. However, such an idisal
gersion of piece is not obvious in real content sharing stena

8.4. Impact of the number of data sources

We study the impact of the number of data sources on th
dissemination delay of the fierent strategies (Fig. 12). Re-
call that a data source is a node that initially has all thegse
As expected, for all the strategies, the disseminationydeda
creases with the increase of the number of data sources in t
network. Nevertheless, the input of additional sources chaé
give the same proportion of improvementto the overall disse
ination delay. For example, when we double the number of dat
sources from 50 to 100, the delay decreases by less than 15%
for all the strategies. Hence, the benefits of introducing ne 9. Real-world trace evaluation
data sources decreases as the number of data sourcesescreas ) )

In addition, we observe that the improvement is less importa !N this section, we evaluate the performance of the spread-
for PACS and Oracle. Indeed, the delay only decreases by 20439 Strategies using the real-world mobility traces of RoWet.
when changing from 1 to 25 sources, while it reaches more thal/€ vary the scenario by setting each node in the network as dat
40% for the random and sequential strategies. It is impottan source. P.Iots rep_resent ayerage results. Section 7.3 simesa
note that the results of the random and the sequential gieate the experimentation details.
become very close to the one obtained by PACS and Oracle _ _
when the number of data sources increases. 9.1. Impact of the piece size

When the piece header is set to 0, the dissemination delay
8.5. Impact of fragment dispersion increases with the augmentation of the piece size and tleese r

We want to figure out if the piece dispersion can impact thed@rdless the strategy (Fig. 14). One reason is that therlarge
obtained results. Fig 13 shows the dissemination delay whel® Piece size, the less the number of contact opportuaitites
the number of piece sources varies from 1 to 32. When th& transmit the piece. Moreover, when the piece is o0 volu-
number of piece sources is equal to 1, all the pieces arallgiti  Minous, the dissemination fails in many cases. This is what
available at one node. This configuration is equivalent & th happens when trying to send pieces larger than 1.5MB (resp.

single data source scenario. In contrast, when the number of
9
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not use the same scale, for the sake of visualization). considered. Dissemination of a 12MB data. Nodes move basétbtierNet
trace.

3MB) for 48MB data (resp. 12MB data). Nevertheless, com-

paring the diferent strategies, the increase of the disseminatiof2Ct decreases as the piece becomes too large. Between these
delay is less significant with PACS than with the sequentidi a €xtreme values, the shape of the goodput curve depends on the
random strategies. Thisffirence is more noticeable when dis- value of the header size. The larger the header size, thpeshar
seminating larger data (Fig. 14(b)). Indeed, when the numbethe goodput curve. This means that the selection of the piece
of contact Opportunities able to transmit the piece is malhe size is crucial when the header is Significant. |ndeed, when t

impact of the strategy grows. header is large, the goodput considerably changes degpodin
the piece size. In all cases, the maximum global goodput-is ob
9.2. Impact of the overhead tained with a piece size ratio around 90. What is interegting

bserve here is that the smaller the header, the largeratespi
piece size ratios that optimize the goodput.
Plots in Fig. 16 concur with the results obtained with the
theoretical computation of the global goodput. Fig. 16 show
he dissemination delay according to the piece size when the
leader equals 56B and 512B. For the four strategies, when the
piece is in range [6kB, 768kB], we obtain similar dissemiorat
elays. This confirms that when the header remains reasgnabl
e can select the piece size among a large range of values with
out significant consequences on the results.

We now study the impact of the overhead introduced byO
the piece header on the previous results. Fig. 15 shows th%
global goodput obtained from the RollerNet trace according
the piece size. We consider a large scale of header size &@am r
sonable values (28B, 56B) to some very large values (1,400
2,800B). Although a header of 2,800B is impractical in a real
deployment, we intentionally consider such large headmsssi
to understand the tendency of the resulting goodput. We var
the piece size according to the header size. When piece si
ratio equals 1, the piece contains only the header. In tlis,ca
the goodput is equal to 0 since no useful data is sent. On th
other hand, when the piece size ratio is very large, the lead
represents a small fraction of the piece size. However, here This section investigates the importance of the piece selec
again, the goodput tends to 0 since the number of usable cofion strategy in a real environment. We analyze the impact of

.3. Impact of the piece selection strategy
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node infection. Figs. 17(a) and 17(b) confirm the obsernatio é .. L é . ,
made with the mobility models. Indeed, compared to the se- 1000 2000 3000 4000 5000 1000 2000 3000 4000 5000
quential and random strategies, PACS achieves slower piece Time (seconds) Time (seconds)
(c) Random. (d) Seq.

dissemination and a faster node infection. Clearly, theqrtr
age Of nodes havmg all pleces and plqymg the rol_e ofa SourcI—elgure 18: Piece dissemination delay. Dissemination of dBl&lata divided
node increases faster with PACS. This observation reflects & s, pieces of 1.5MB. Nodes move based on RollerNet trace.

higher heterogeneity of the disseminated pieces with PAGE t

explains the better dissemination delay.

To see in detail how the dissemination evolves in time, we

@ 6000 - PACS
estimate the piece dissemination delay (Fig. 18). We defiiae t £ SOOSW\/LWJW\NW\/ A=090-
piece dissemination delay as the time required for a pdaticu & e00- . B
piece to be fully disseminated. We consider the dissenuinati g S000- Atseddseddy 00 Oradle o -
of a 48MB data divided into 32 pieces of 1.5MB. Each plot in c A i .
the figures represents afgirent data source. We clearly distin- B NS et . Random -+
guish two diferent behaviors. On the one hand, the random and § 3000 - . ; A=0.77
the sequential strategies (Fig. 18(c), Fig. 18(d)) achikeslis- 8 wom. . . o
semination of the first pieces very quickly. Neverthelelssyt 6000 st ¥t 11 Seqx;gj's -
spend much more time to disseminate the last pieces. This can WO HiEim i .
be explained by the lack of piece diversity in the network tha 0 10 20 30 40 50 60
causes useless contact opportunities. On the other haad, Or Data source

Cl_e and PA_CS (F|g'_ 18(b), Fig. 18(a)) start bY spr_eadlngmm Figure 19: Dissemination delay according to the data sdilrcBissemination
pieces. This explains the slowness for the first piece to e fu of a 12MB data divided on 2 pieces of 6MB. A dissemination yielguals to

disseminated. But, because nodes gﬁedint pieces, the over- -1 means that the strategy fails to disseminate the conteigt.the complete
all dissemination is faster delivery rate. Nodes move based on RollerNet trace.

9.4. _Impact ofthe datg sour<_:e _ ) When node 26 is the data source, no strategy completes the dis
Fig. 19 shows the dissemination delay according to the nodge mination (this represents 8% of the points in Fig 19). is th
that plays the role of the data source. We assume the disaeminaqe  the infection of the first node in the network comes very
tion of a 12MB data divided into 2 pieces of 6MB each. When|a4e comparing to the common case represented by the source
the strategy fa|I§ to dl_sselmlnate th(_a content before theoénd. node 7 (Fig 20(a)). Nevertheless, even if the disseminasion
the trace, the dissemination delay is set to -1. The st@&egi not achieved for all strategies, the node infection deldgster
dissemination success depends on the data source. Indged, ifn_ PACS comparing to the random and sequential strategies. |
some data sources (for example, nodes 26 and 50), the dissegbeq with PACS, 95% of nodes are infected at the time 7,135
nation fails regardless the strategy. Moreover, we ObSBBW® ¢ e trace whereas the same rate is reached by the random and
data sources that achieve the dissemination for somegmgte sequential strategies at time 8,810. When node 44 is thesour
and fail for the otherg (for example, nodes 4_4 and 47). Titis Ia pocs and Oracle complete the dissemination while the random
ter obser\_/atlc_)n highlights the fact that the piece sglectta_at— and sequential strategies fail (represents 14.5% of thepii
egy remains important even when the number of pieces is sSmalig 19 Here, the random and sequential strategies infégt o
(here, there are only 2 pieces). Furthermore, we notice thgle, nodes when PACS achieves full dissemination. Finally,
PACS has the same delivery ratio as Oracle and outgerfornwhen node 47 is the source, random and sequential strategies
the random anq sequ_entlal strategies ,by more than 13 /°; achieve the dissemination while Oracle and PACS fail (repre
We further investigate the dissemination failures. Fig. 205ants 1.6% of the points in Fig. 19). In this case, PACS isfect

shows the node infection delay according to data sourcefs-id  9goy, of the nodes at time 6,681 and fails to infect the last node
tifier. We consider three particular data sources: 26, 4d 4an
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