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Abstract— In this work we develop a virtual machine server
(VMS) to instantiate and control virtual routers in a pluralist
network substrate based on Xen [1]. The server provides services
to the piloting plane of the future Internet architecture. Our
implementation relies on Web services and on a virtualized
systems management library. In order to demonstrate the server
operation, we have also implemented a graphical user interface
where the user plays the role of the piloting system.

I. INTRODUCTION

Different architectures for the Future Internet were recently
proposed. These architectures can be divided in two, purist and
pluralist. Purist architectures propose a protocol stack flexible
enough to meet current and future application requirements.
On the other hand, pluralist architectures accommodate paral-
lel protocol stacks to cope with multiple service requirements.
Virtualization has emerged as a vital tool for both types
of architectures, especially the pluralist ones [2], [3]. For
pluralist architectures, the network element can be divided
into many virtual elements running different operating systems
and protocol stacks. In the purist approach, the computer
virtualization can be used to test new protocols. Therefore,
independently of the architecture, virtual networks creation
requires multiple virtual network elements distributed on phy-
sical network elements. In order to automate the process, a
virtual machine server (VMS) is developed in this work.

II. ARCHITECTURE OF THE VMS

In the pluralist architecture, the virtual machine server
provides services to the network piloting system. Our VMS
lies between the Piloting System, which takes decisions on
behalf of network users, and the pluralist network substrate,
implemented by Xen virtualization platform. The piloting
plane is an intelligent system which senses the network, makes
decisions, and acts enforcing changes in virtual routers and
links. For example, if the piloting plane detects a performance
bottleneck on some physical node, a decision to migrate some
virtual machine to another physical element can be taken. In
this case, the piloting plane sends a message to the virtual
machine server which performs the migration.

The virtual machine server was implemented as a Web
Server, i.e., the messages sent from the piloting plane for the
virtual machine server are SOAP messages. The programming
language used was Java, and the Web services library was
Axis2. The Libvirt library, which provides control functions

for different virtualization platforms including Xen, was used
to gather information and take actions on the virtual routers.

Currently, our virtual machine server already implements a
topology discovery service in which all the physical and virtual
nodes from the network are discovered and its connections are
mapped, a status service that returns the main parameters of
the physical machine and virtual routers running on it, such
as the IP addresses and the number of virtual CPUs allocated
to each virtual machine, a migration service that can be used
to live migrate a virtual machine between physical machines,
a measurement service which gathers a number of parameters,
such as memory utilization and CPU load. This last one can
be used online by the piloting plane to make decisions and
take actions using other VMS services.

The graphical user interface (GUI) allows the user to act as
the piloting system. Implemented in Python with the OpenGL
library, the GUI gives the user a graphic view of the physical
and logical network topologies. It also allows the user to
obtain information of each node and each link of the networks.
Besides, our GUI implements graph operations such as shortest
path discovery and redrawing algorithms to help the users to
better understand the network controlled.

III. CONCLUSIONS AND FUTURE WORK

The proposed virtual machines server can create new virtual
elements on desired physical hosts. The server can also take
administrative tasks and serve as a controller either for plura-
lists and purists solutions for the Future Internet. In our future
work, the virtual machine server will store preconfigured OS
images, which are migrated and initiated in physical hosts.
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