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O aprendizado federado (Federated Learning - FL) é uma abordagem descentral-
izada para treinar modelos de aprendizado de máquina sem divulgar dados privados
dos clientes participantes para um servidor. No entanto, o desempenho do FL de-
pende da distribuição dos dados, e o treinamento possui dificuldades para convergir
quando os clientes têm distribuições de dados distintas, aumentando o tempo geral
de treinamento e o erro de previsão do modelo final. Este trabalho propõe duas
estratégias para reduzir o impacto da heterogeneidade de dados em cenários de FL.
Primeiramente, é proposto um sistema hierárquico de agrupamento de clientes para
contornar os obstáculos de convergência em cenários com dados não independentes e
identicamente distribuídos (IID). A proposta identifica os grupos usando apenas um
modelo de teste e o vetor de rede neural de pesos da última camada.Os resultados
mostram que o sistema tem um desempenho de classificação melhor que o FedAVG,
aumentando a precisão em aproximadamente 16% em cenários não-IID. Além disso,
a primeira proposta é estendida ao implementar o ATHENA-FL, um sistema de
aprendizado federado que compartilha conhecimento entre diferentes grupos. O sis-
tema usa o modelo um-contra-todos para treinar um detector binário para cada
classe no grupo. Assim, os clientes podem compor modelos complexos combinando
múltiplos detectores. Os resultados mostram que o ATHENA-FL identifica correta-
mente as amostras, alcançando uma precisão até 10,9% maior do que o treinamento
tradicional. Por fim, o ATHENA-FL atinge custos de comunicação de treinamento
mais baixos do que a arquitetura MobileNet, reduzindo o número de bytes transmi-
tidos entre 25% e 97% nos cenários avaliados.
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Federated learning (FL) is a distributed approach to train machine learning
models without disclosing private data from participating clients to a central server.
Nevertheless, FL performance depends on the data distribution, and the training
struggles to converge when clients have distinct data distributions, increasing overall
training time and the final model prediction error. This work proposes two strategies
to reduce the impact of data heterogeneity in FL scenarios. Firstly, we propose a hi-
erarchical client clustering system to mitigate the convergence obstacles of federated
learning in non-Independent and Identically Distributed (IID) scenarios. Our pro-
posal identifies the clusters using only a test model and the clients’ last layer weights
neural network vector for a few training epochs for this model. The results show
that our system has a better classification performance than FedAVG, increasing
its accuracy by approximately 16% on non-IID scenarios. Furthermore, we improve
our first proposal by implementing ATHENA-FL, a federated learning system that
shares knowledge among different clusters. The proposed system also uses the one-
versus-all model to train one binary detector for each class in the cluster. Thus,
clients can compose complex models combining multiple detectors. Consequently,
ATHENA-FL can also reduce communication costs, providing an additional positive
aspect for resource-constrained scenarios. ATHENA-FL mitigates data heterogene-
ity by maintaining the clustering step before training to mitigate data heterogene-
ity. Our results show that ATHENA-FL correctly identifies samples, achieving up
to 10.9% higher accuracy than traditional training. Finally, ATHENA-FL achieves
lower training communication costs than MobileNet architecture, reducing the num-
ber of transmitted bytes between 25% and 97% across evaluated scenarios.
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MATHEMATICAL NOTATION

B(k) - binarization function

Bmcc - amount of bytes transmitted to train the multiclass classifier

Bova - amount of bytes transmitted to train OvA detectors

c - number of clusters in the K-Means algorithm

Cova - One-versus-All model

edec - number of epochs for detector’s convergence

emcc - number of epochs for multiclass classification model convergence

Eq - cluster’s current epoch

Fkn - local objective for the n-th client to the k-th detector

Fn(w) - local objective function for the n-th client

fn(w) - loss function of the model for the n-th client

gj - j-th system’s cluster

G - total number of clusters

i - sample’s index

j - cluster’s index

k - detector’s index

l(xi, yi;w) - loss function for the prediction (xi, yi) with model parameter’s w

n - client’s index

pkn - selection probability of the n-th client during the k-th detector’s training
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pn - client’s selection probability

rk - OvA detector

R - total number of detectors

sn - size of the n-th client dataset

s - number of samples among all clients

Tcmc - multiclass classifier’s size in bytes

Tdec - detector’s size in bytes

tol - tolerance to estimate model convergence

V a - model’s parameter search space

wk - detector’s model parameter

w - multiclass classifier model parameter

xi - features of the i-th sample

yi - true class of the i-th sample

ŷi - estimated class of the i-th sample

zt - cluster’s multiclass classification model
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Chapter 1

Introduction

Machine learning enables task automation by creating models that identify patterns
in datasets to predict or classify future data. In traditional machine learning sys-
tems, model training requires client-data collection, which usually reveals private
or sensitive information from the user or collection point [1]. Also, the high data
volume generated by devices imposes a challenge to this practice of centralizing in-
formation into a single point in the network. Therefore, Federated Learning (FL)
has emerged as a proposal for training machine learning models that preserve the
privacy of the user without sharing local data. Federated learning (FL), proposed by
Google [2], has become popular among researchers and industry due to the possibil-
ity of training machine learning models while preserving users’ data privacy [3–6].
After the change in data processing regulations in several countries, for instance,
the California Consumer Privacy Act (CCPA) in the USA and the General Data
Protection Regulations (GDPR) in Europe, the importance of federated learning
research and adoption increased.

Training in federated learning replaces data sharing with model parameter shar-
ing. In Federated Averaging (FedAVG), the most widely used algorithm for model
parameters’ aggregation in FL, clients train the model locally for a few epochs and
send the results to the aggregation server, which combines the individual trained
models into a single global model. Then, the aggregation server broadcasts the
global model back to the clients, which further improve it. The aggregation server
and clients repeat this process until the global model converges or the training
reaches the maximum global epochs, sending only the models’ parameters. Thus,
clients’ training samples remain stored locally, preserving data and user privacy.
Nevertheless, another problem persists when deploying FL on a large scale: clients
may have heterogeneous data generated from non-independent and identically dis-
tributed (non-IID) distributions, leading to convergence difficulty and suboptimal
performance [7, 8]. Therefore, a proposal that reduces the effects of data heterogene-
ity during model training and allows the generalization of the classifier to samples

1



originating from other data distributions becomes necessary. It can be achieved by
clustering clients comparing data similarity, which allows models to be trained on
IID data and quickly converge with high final classification performance [9].

1.1 Work Contributions

This work proposes a hierarchical client clustering system1 to increase the efficiency
of federated learning in scenarios where clients have non-IID datasets. Clients, also
called nodes, are divided into clusters where the data are similar. The proposal
uses clients’ last-layer neural network weights as input to perform clustering. The
last-layer neural network weights maintain statistical relationships with the clients’
private data without revealing them [10]. Thus, we maintain the same privacy model
as FedAVG. Firstly, each cluster trains a personalized model with independent hy-
perparameters and parameters, allowing high classification performance on specific
tasks. We also investigate how to tune the clustering algorithms’ hyperparameters
to best fit our scenario. Then, we extend the first proposal by providing a mecha-
nism to combine models created on different clusters, which we call ATHENA-FL
(Avoiding sTatistical HEterogeiNety with one-versus-All in Federated Learning)2, a
system that creates models with the one-versus-all (OvA) technique to enable model
sharing between groups. The one-versus-all model uses independently trained bi-
nary classifiers, which estimate the probability that a sample belongs to the class
identified by a detector. After training, the detectors are combined for sample clas-
sification. Each detector estimates the probability that the sample belongs to its
class, and the classifier labels the sample from the detector that generates the high-
est probability. Thus, the OvA method is used for efficient model sharing between
groups to create a generic model for classifying data from different groups.

We analyze different clustering models and show the advantage of adopting the
Density-Based Spatial Clustering of Applications with Noise (DBSCAN) [11] al-
gorithm for client clustering. DBSCAN can identify homogeneous and heteroge-
neous data distributions from the client neural network weights and outperforms
the Ordering Points to Identify the Clustering Structure (OPTICS) [12] and K-
Means [13] algorithms. Furthermore, in the worst case, our results show that the
proposed approach performs equally to traditional federated learning. For non-
IID datasets, the FedAVG algorithm converges with low accuracy after 100 global
epochs. Nonetheless, the current proposal achieves better results across all clusters
in 10 global epochs, providing higher classification performance. Then, we evalu-
ate the ATHENA-FL proposal according to the accuracy evolution of the detectors.

1Available at https://github.com/GTA-UFRJ/Hierachical-Federated-Learning
2Available at https://github.com/GTA-UFRJ/ATHENA-FL
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Also, the evaluation compares the classification performance of the global model and
communication requirements for training the models. The accuracy of the models
depends on the diversity of the samples used for training the detectors, with the ac-
curacy of the OvA model up to 10.9% higher than the MobileNet architecture [14].
At the same time, the amount of bytes transmitted over all training epochs is re-
duced by up to 97.37% using the one-versus-all model instead of MobileNet. Thus,
the system provides an effective way to train models that maintain the privacy of
client data in scenarios with heterogeneous distributions.

We summarize our contributions as follows:

• High classification performance: We propose a system that achieves high
accuracy results under non-IID data distributions. Our proposal obtains these
results by assigning clients to a cluster where the data is more homogeneous.

• Low-communication requirement: The proposal uses clients’ last-layer
neural network weights as the input to perform client clustering. Thus, we
avoid the communication overhead of recursive clustering proposals. Also, we
reduce the amount of data used to cluster clients compared to a proposal that
sends a whole model.

• Privacy-preserving: Our proposal holds the same privacy model and as-
sumptions as FedAVG, given that the system shares only the model weights.

• Robust-classifier: The OvA model is used to combine the classifiers trained
among different clusters, which offers a classifier that is able to identify samples
generated in different clusters.

• Prototype: We implement a proof-of-concept of our proposed system. We
also present a practical evaluation of FedAVG under non-IID data distributions
and compare it with our proposal.

This master thesis is a set of the following publications:

• de Souza, L. A. C., Camilo, G. F., Sammarco, M., Campista, M. E. M., Costa,
L. H. M. - “Aprendizado Federado com Agrupamento Hierárquico de Clientes
para Aumento da Acurácia”. In Anais do XL Simpósio Brasileiro de Redes de
Computadores e Sistemas Distribuídos (pp. 545-558). (2022, May). SBC.

• de Souza, L. A. C., Camilo, G. F., Rebello, G. A. F., Sammarco, M., Camp-
ista, M. E. M., Costa, L. H. M. - “ATHENA-FL: Evitando a Heterogeneidade
Estatística através do Um-contra-Todos no Aprendizado Federado”. In Anais
do VII Workshop de Computação Urbana (pp. 40-53). (2023, May). SBC.
Honarable Mention.
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We also have submitted two papers for an international conference and a journal
that are currently under review. Other publications produced during the master’s
research are listed in Appendix A.

1.2 Thesis Outline

This work is organized as follows. Chapter 2 reviews the state-of-the-art proposals
to increase the classification performance of federated learning systems and reduce
the impacts caused by data heterogeneity. Chapter 3 presents basic concepts about
the federated learning scenario, which are useful for understanding the proposal.
Chapter 4 describes our clustering proposal by formulating the problem and giving
details about the system’s architecture and protocols while Chapter 5 discusses
the use of one-versus-all to combine models and share information among clusters.
Chapter 6 presents the development of a prototype, evaluation, and analysis of
the obtained results. Chapter 7 concludes this work and discusses future research
directions. Besides, Appendix A shows the list of publications produced during the
master course.
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Chapter 2

Related Work

Currently, one of the most relevant challenges regarding federated learning is in-
creasing the final model performance while reducing the total training time. The
time to convergence of the global model in federated learning is attributed to three
main factors: communication latency, processing capacity, and data representative-
ness. The first two factors are related to the user device, while the third depends
on the data distribution collected and stored by the client. Devices with more
computational power and better connectivity usually execute local epochs faster,
whilst users with more data that truly represent the problem can reduce the time
to global model convergence. Nonetheless, the initial federated learning proposal
ignores these three relevant characteristics and considers a uniform distribution for
the probability that a client participates in training [2]. Therefore, several research
groups present proposals to reduce the convergence time of federated learning and
improve the final performance of the generated model. Although hyperparameter
optimization is a promising alternative to FL scenarios [15], client selection [16] or
local model personalization [17] could also achieve faster convergence and higher
accuracy. The client selection modifies the likelihood function to reflect the client’s
ability to significantly contribute to model training in a global epoch, relying on
devices’ characteristics or clients’ data estimation. The goal is to decide the best
subset of clients for the current training epoch, increasing the average model per-
formance. Besides, model personalization allows the training of models specialized
in clients’ characteristics, consequently improving local model performance. Finally,
another strategy of model personalization is clustered FL, where the idea is to divide
clients into clusters to train models with similar data and achieve higher accuracy.

2.1 Client Selection for Efficient Training

Luo et al. [18] and Lai et al. [19] propose client selection schemes that optimize the
time to convergence in federated learning environments. The authors argue that se-
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lection based only on the representativeness of the data decreases the total number
of epochs for model convergence. However, when clients with higher computational
latency participate, the delay between epochs increases significantly. Nevertheless,
a selection based only on processing capacity may incur more epochs for conver-
gence if selected clients have irrelevant data. On the one hand, increasing the time
between epochs implies a higher overall delay, as federated learning environments
are generally synchronous and wait for all clients to respond or time out. On the
other hand, selecting clients with higher computational power to reduce the time
between epochs may incur more epochs for convergence if the selected clients have
statistically insignificant data for the learning task. There is a trade-off between the
number of epochs for model training and the total time for each epoch. Thus, the
authors simultaneously consider the devices’ characteristics and their data distribu-
tion relevance to reduce the convergence time of the global model. While Luo et
al. propose a non-convex function regarding the expected number of epochs based
on clients’ previous updates, Lai et al. avoids the linear programming, creating a
selection function that evaluates clients’ training losses.

Wang et al. propose to apply reinforcement learning for client selection [10].
The reinforcement learning agent is previously trained to select and return the best
clients for each global training epoch given the current global model state and clients’
information. The system estimates clients’ statistical relevance through the loss
gradient vector sent to the aggregation server. This procedure maintains the privacy
of the client’s data. Fu et al. present a survey of client selection systems and
frameworks in federated learning [16]. Their paper presents the state-of-the-art
in client selection and compares their main differences, demonstrating that client
selection has great potential to produce more accurate models in federated learning
with less training time.

FedProx is a framework to reduce the effects of statistical and system hetero-
geneity [20]. The difference between FedProx and FedAVG is the flexible amount
of work the clients perform. While FedAVG distributes an equal amount of work
to all clients, FedProx considers individual hardware constraints to assign work to
clients proportionally. Also, the authors propose inserting a regularization term on
the local objective function to minimize the impact of non-IID data in the federated
network.

Nishio and Yonetani propose a protocol for client selection in federated learn-
ing [21] in which clients with higher processing capabilities and lower communication
latency are prioritized in the presented selection scheme. Liu et al. propose a hier-
archical architecture for federated learning [22], which performs local aggregations
on clients, partial aggregation at the network edges, and global convergence in the
cloud. Processing data at the edge decreases communication latency, but the re-

6



stricted number of devices can make it difficult for the global model to converge.
Cloud processing, however, can access more devices and capture more data variance
at the cost of higher communication latency. Thus, the authors apply federated
training on levels: client-edge and edge-cloud. Clients maintain low latency for
communication with the edge, and the cloud can access the models generated at
the edges. Hierarchical Split Federated Learning (Hier-SFL) [23] is an FL frame-
work that divides the neural network into three different levels, client-edge-cloud, to
train the model. Thus, each one of the neural network parts has an associated loss
function, which is adjusted separately. Hier-SFL objective is to reduce the commu-
nication overhead during the training. However, the distribution of data generated
by clients is not taken into account, which can affect the performance of models in
scenarios with non-IID distributions.

Rai et al. propose the irrelevance sampling metric for client selection to improve
the final accuracy of federated learning models in IID and non-IID scenarios [24].
The objective is to select clients considering the quality and quantity of their sam-
ples. Each client computes its irrelevance sampling metric and sends it to the server.
The server then clusters the clients according to the informed value in the follow-
ing three clusters: positive, negative, and zero. Finally, the proposed methodology
randomly selects the clients of each cluster to achieve faster model convergence.

Fraboni et al. propose a clustering sampling method for client selection [25]. The
authors provide two approaches for clustering clients: client sample size and model
similarity. Nevertheless, the first approach highly depends on the clients’ informing
their exact sample size to the aggregation server for cluster definition. Therefore,
this approach is susceptible to clients’ malicious behaviors. On the other hand, the
method uses all model weights in the model similarity proposal, which introduces
communication overhead.

The selection of clients decreases the time to convergence and increases the final
accuracy of the model. The client selection, however, is insufficient for practical
purposes in environments with heterogeneous data. Thus, an alternative is model
personalization, which fine-tunes clients’ models according to their local data and
improves their final performance.

2.2 Personalized Models in Federated Learning

Federated learning by Transformer Personalization (FedTP) is a framework for re-
ducing data heterogeneity by transforming datasets and personalizing models [26].
FedTP objective is to define the basis of a transformation. In this transformation,
the client data is similar, and they can personalize their models in some layers,
overcoming the convergence problems. However, the proposal generates significant
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communication overhead, requiring a long time to adjust the projection parameters
and for the model to converge.

Federated Learning Early Exit of inference (FLEE) is a hierarchical-federated
learning framework that splits the model into three different geolocations [27]. The
model’s division between the cloud, edge, and end device allows using the method of
early exit inference from neural networks. Furthermore, FLEE’s hierarchical division
of the training reduces the impact caused by non-IID data distributions on the model
convergence, as the authors assume that the data have higher similarity according
to the geographic distance of the clients.

Ditto [28] is a framework for personalized federated learning. The authors sep-
arate the optimization problem into two parts: global optimization and local opti-
mization. Global optimization considers the contribution of all clients to the model,
while local optimization adjusts the client’s model according to the local data. Also,
the authors provide two definitions: robustness and fairness in federated learning
environments. Robustness expresses the model’s capacity to achieve high accuracy
even in heterogeneous data or data poisoning attacks. Fairness represents how dif-
ferent clients’ performance is when using local test data.

Dennis et al. [29] take advantage of data heterogeneity to produce an unsuper-
vised federated learning algorithm. The clients train a clustering model with their
local data and send the vectors that indicate the position of the clusters found in
the sample space to an aggregation server. The server then runs a second clustering
model based on clients’ responses to identify the clusters in the environment. The
greater the distance between client distributions, the more effective the detection of
different clusters. The proposal has an application for both the selection of clients
and the personalization of models.

Zhu et al. propose using one-versus-all classification scheme to mitigate the
impact of heterogeneous data in training federated learning models [30]. Their
Federated OvA (FedOVA) algorithm uses models for binary classification and selects
clients having samples of the target class to perform the training. Nevertheless, their
proposal lacks a study on the impact of the model creation and an adequate protocol
for detector training. ATHENA-FL clusters clients according to data distributions,
before training the OvA model, thus reducing detector training time.

2.3 Clustered Federated Learning

Clustered federated learning is a subfield of model personalization in federated learn-
ing research. This subfield focuses on creating strategies to arrange FL clients into
groups, reducing data heterogeneity. The proposals are mostly differentiated by
clustering strategy, metrics, and training.

8



Communication-Efficient Federated Learning (CEFL) is an FL-based framework
for medical-data model training [31]. The authors determine the similarity between
clients by calculating the Euclidean distance of the clients’ neural network weights.
Based on similarity, the system clusters clients using the Louvain method [32]. In
each group, the client with the highest sum of similarity is the leader. The leader
performs federated training of the model’s first layers with leaders from other groups.
The model’s final layers are trained individually in each group.

Stochastic Clustered Federated Learning (StoCFL) [33] is a federated learning
framework that clusters clients according to the cosine similarity. The proposal in-
troduces two models: the global model and the cluster model. The global model
maintains information from all clusters, while clients only participate in model train-
ing inside the cluster they are involved. Meanwhile, there is a high cost to the
system’s clients, who must simultaneously train the two models.

Iterative Federated Clustering Algorithm (IFCA) [34] is a proposal for clustering
clients to personalize their models. In the proposal, clients are responsible for choos-
ing their clusters. In addition, the authors propose the use of multi-task learning,
which consists of sharing some neural network weights for clients who have data dis-
tributions with intersections but are in different clusters. Nevertheless, the downside
of delegating the process of identifying groups to the clients is that the environment
becomes susceptible to malicious behavior and requires more computational costs
from the clients’ devices. Another disadvantage of this proposal is to assume that
the number of groups is known a priori, which may be unfeasible and can either
overestimate or underestimate the number of existing clusters.

Clustered Federated Learning (CFL) [36] recursively partitions federated learn-
ing clients into more homogeneous groups. This procedure mitigates the problems
generated by non-IID distributions. Partitioning occurs whenever the loss gradient
vector exceeds a pre-established distance threshold. Nonetheless, clients’ recursive
partition leads to computational overhead on the aggregation server because it runs
the procedure at each global training epoch. Ouyang et al. [9] present ClusterFL,
a framework for creating homogeneous client groups in federated learning environ-
ments. ClusterFL periodically verifies groups to detect inefficient clients, which
results in a fast convergence time of the group model. Nonetheless, their proposal
introduces unnecessary computational overhead due to periodic model retraining.
Furthermore, both proposals do not apply cross-cluster model sharing for clients
with generic tasks.

Flexible Clustered Federated Learning (FlexCFL) [35] is a framework that con-
siders clients’ data distribution time shifts. The grouping strategy is static, which
avoids rescheduling clients for each epoch, as [36] and [34] do. Also, the framework
uses only a subset of clients to determine the number of clusters in the system and
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Table 2.1: Comparison of related works
Work Strategy to

Reduce Het-
erogeneity

Strategy
Algorithm

Strategy
Input

Iterative Hierarchy
Level

[9] Client Clus-
tering

Periodic clus-
tering

All models’
weights

YES 1

[10] Client Selec-
tion

Reinforcement
learning

All Weights NO 0

[18] Client Selec-
tion

Optimization Users’
resources

NO 0

[19] Client Selec-
tion

Client’s util-
ity measure-
ment

Users’
resources

NO 0

[20] Client Selec-
tion

Model regu-
larization

Proximal
term value

NO 0

[21] Client Selec-
tion

Optimization Users’
resources

YES 0

[22] Hierarchical
Training

Geographical
training

Users’
Location

NO 2

[23] Hierarchical
Training

Hierarchical
early-exit

Transformed
Data

YES 2

[24] Client Selec-
tion

Irrelevance
measurement

Irrelevance
Metric

NO 0

[25] Client Selec-
tion

Clustered
sampling

Sample size
or similarity

NO 0

[26] Model Person-
alization

Learn-to-
personalize

Local data NO 0

[27] Hierarchical
Training

Hierarchical
early-exit

Users’ Loca-
tion

NO 2

[28] Model Person-
alization

Two-steps op-
timization

All Weights YES 2

[29] Client Clus-
tering

Distributed
clustering

Users’
centroid

NO 1

[30] Model Person-
alization

One-versus-
All

Users’
response

NO 0

[31] Client Clus-
tering

Louvain
method

Euclidean
distance

NO 1

[33] Client Clus-
tering

Cosine simi-
larity

Users’ loss
function

NO 1

[34] Client Clus-
tering

Iterative clus-
tering

Clients’
decision

YES Multiple

[35] Client Clus-
tering

DCS All Weights YES 1

[36] Client Clus-
tering

Recursive
clustering

Loss gradi-
ent vector

YES Multiple

Our Client Clus-
tering

Generic
clustering

Last Layer
Weights

NO 1
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calculate the Decomposed Cosine Similarity (DCS). The remaining clients are clus-
tered after the decision about the number of clusters. Before each round, the authors
execute a strategy to detect if the clients remain with the same distribution or if
it has changed. When the distance exceeds a predefined threshold, the client needs
to perform the clustering step again. Nevertheless, the proposal requires higher
computational resources than our proposal to detect the data shift.

2.4 Contributions

Our contribution is divided into two parts. First, we propose a model personalization
system through client clustering, unlike previous client selection proposals that only
consider optimizing a generic model across the entire federated learning system.
Our system aims at clustering clients with homogeneous data. Like other CFL
proposals, the clustering process increases the accuracy and reduces the training
time of the models of each cluster, as it makes the training data more homogeneous.
Furthermore, clustering clients can improve model convergence in the cluster and
increase the final performance for specific learning tasks. Nevertheless, our proposal
avoids interactive steps or sending the whole model to the clustering algorithm,
therefore it reduces the overhead of defining the clusters. We define the clusters with
an unsupervised clustering algorithm that receives clients’ neural network weights
as an input vector. Therefore, the proposal maintains the privacy requirements of
traditional federated learning, since there is no private data sharing. In addition,
the proposal is agnostic to the clustering algorithm, eliminating the need for prior
knowledge of the number of existing clusters. In this part of the proposal, clients
only retain local cluster knowledge and are limited to specific tasks, like classifying
data similar to the cluster training data.

Also, we extend our system to implement ATHENA-FL, a federated learning
system based on clustering clients by data distribution similarity and training neu-
ral network models through the one-versus-all (OvA) approach. This second part
provides a way to combine the models generated in different clusters and to share
knowledge among clusters. Initially, it maintains the clients’ clustering scheme. Un-
like previous proposals, each cluster trains multiple models, which are detectors of
the classes present in the clients’ datasets. At the end of training the models of each
group, it is possible to ensemble them to detect the class of samples outside the
cluster by using the OvA model. The performance of ATHENA-FL is compared to
FedAVG using the MobileNet [14] and MobileNetV2 [37] architecture, lightweight
deep neural networks for image classification. Furthermore, the experiments com-
pare the communication cost of the two approaches, calculated through the number
of bytes transmitted per client during training. We show that there is a trade-off
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between the number of existing classes and the accuracy of the one-versus-all model
when the clusters have few classes and there are structural similarities in data out-
side the cluster, e.g., cats and dogs have similar shapes. More classes in the system
imply more detectors, which must be trained with more diverse data for a better
distinction between classes and to learn the most important data characteristics to
better classify the new samples. Thus, detectors trained with few classes present a
lower performance on out-of-group data, reducing the accuracy of the OvA model.

Table 2.1 summarizes the characteristics and comparisons of all related works.
We classify the works due to the strategy to reduce heterogeneity, the algorithm used,
the algorithm input, whether the approach is iterative, and how many hierarchical
levels there are. The strategies to reduce training heterogeneity are client selection,
hierarchical training, model personalization, or client clustering. Besides, there are
multiple algorithms used, which depend on different inputs. The algorithm also
determines if the strategy is iterative. Regarding the clustering level, 0 means that
the proposal uses a single global model, and 1 the proposal has clusters where each
one has a cluster global model. Multiple or 2 clustering levels mean that the cluster
can be divided into one or more sub-clusters.
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Chapter 3

Federated Learning Concepts

Figure 3.1 exhibits the execution diagram of the proposal presented by Google.
First, the aggregation server randomly selects a set of clients that will participate
in epoch n. In the example in Figure 3.1 clients 1 and 4 are selected. In this step,
the clients calculate the new model state for epoch n − 1 using local data. The
computed models are transferred to the aggregation server, which aggregates into
the epoch n global model. Among the existing aggregation algorithms, the most
popular is the Federated Average (Federated Average - FedAVG), which calculates
the weights’ average in each model layer to perform the model update. Federated
learning average is formulated as an optimization problem in which we search for
an optimal solution that minimizes the loss function by adjusting the w model’s
parameter over the parameter space V a as formulated in Equation 3.1. After aggre-
gation, the global model for epoch n is generated and the aggregation server shares
it with all clients. The process runs until one of the stopping conditions is met,
such as the maximum number of epochs, classification performance, or convergence
of classification metrics:

min
w∈V a

(
f(w)

def
=

N∑
n=1

pnFn(w)

)
. (3.1)

In the formulation above, N is the number of clients in the system and pn is the
neural network weights of the n-th client, a.k.a model’s parameter, pn ≤ 1 and∑

n pn = 1. In FedAVG, pn = sn/s, where sn is the size of the n-th client dataset
and s is the number of samples among all clients. Fn(w) is the local objective
function for the client n. Fn(w) =

1
sn

∑
k∈sn fi(w). The function fi(w) is related to

l(xi, yi;w), the loss function for the prediction (xi, yi) with model parameter’s w. FL
algorithms’ convergence conditions depend on feature distribution among clients and
data distribution. Hence, we define the classification of federated learning according
to the feature distribution and discuss how the data can be distributed in the system.
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Figure 3.1: Federated learning architecture with four clients. Round n starts with
the aggregation server randomly selecting some clients. Selected clients use their
datasets to enhance the global model for epoch n − 1 and build the local model
for epoch n. Each client communicates with the aggregation server independently,
and their datasets remain on their devices throughout the training process. The
aggregation server receives local updates from clients and aggregates the responses to
the global model, generating the global model for round n. Finally, the global model
for round n is sent to clients. The process is repeated until a stopping condition is
reached, such as model convergence or the maximum number of global epochs.

3.1 Feature Distribution

Federated learning has three classifications according to the characteristics that each
client has [38]: Horizontal, vertical, or federated transfer learning.

Horizontal federated learning: In horizontal federated learning, clients have
the same feature space and learning task, however, clients’ samples are different.
Horizontal learning has difficulty establishing previously which features the clients
should collect and use in model training. However, the training and aggregation
process is simple, as all clients use identical input sizes.

Vertical federated learning: Another form of federated learning is vertical,
which assumes a scenario in which clients have non-intersecting feature distributions.
This is the most challenging type of learning, as clients collect data that can vary
in dimension, making the global model creation process more complex. However,
there is no need to communicate which features are extracted, so clients have a more
robust privacy model.

Transfer federated learning: This classification assumes that the participants
have some similarities in the learning task. Thus, it is possible to train a model a few
epochs in a dataset and afterward, execute a fine-tuning in neural network weights
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with the final learning task to improve the model performance.

3.2 Data Distribution

In this section, we discuss sources of non-IID data distributions. Ma et al. iden-
tify five scenarios where data are heterogeneous among clients: Feature distribution
skew, label distribution skew, vertical federated learning, label inconsistency, and
quantity skew [7], which we consider in this work. Below are the details and char-
acteristics of each one:

Feature distribution skew: When a client collects data, it can be specific
rather than general. Therefore, the features might significantly differ from one user
to another. The data can be related to geographical locations, such as temperature
data, or even to user personality, such as vocabulary and handwriting traces.

Label distribution skew: Datasets that have imbalance classes have this type
of heterogeneity. For instance, client 1 has 80% samples of class 1 while the other 20%
are samples of the remaining classes, and client 2 has the opposite data behavior,
20% samples are from class 1 and the 80% are distributed among the remaining
classes. Our experiments consider specifically this type of heterogeneity.

Vertical federated learning: This learning scenario is inherently Non-IID
since clients have different feature space distributions.

Label inconsistency: Clients may disagree with sample labels. This can occur
because the parties disagree on which class a sample belongs to, or the labeling
processing lacks a well-defined protocol to assign classes to samples. For example,
categorical features such as “good”, “regular”, and “bad” might subjectively change
according to the professional responsible for defining a sample class.

Quantity skew: In this scenario, clients significantly differ in the dataset size.
For instance, client 1 has |s1| = 2, 000 while client 2 has |s2| = 500, 000. The
difference between quantity skew and label distribution skew is that in quantity
skew sample might originate from the same distribution but with different sample
sizes among the clients.

3.3 Problem Formulation

The developed work focuses on federated learning with horizontal data distributions
and assumes that the aggregation server communicates to the clients the input size
they will collect before starting the training process. We also assume that all data
pre-processing is well-established and executed by clients before the training. Also,
our non-IID tests are based on the label distribution skew scenarios. Thus, for the
first part of this work, we cluster the clients to avoid statistical heterogeneity in
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the training set. We assume that the clusters are homogeneously created, therefore,
clients have similar samples of the same classes.

The second part comprises the sharing of intra-cluster models using the OvA
method, in which each cluster trains detectors for all existing classes in the client
datasets. Besides, the server together with the clients uniquely identifies existing
classification tasks and labels. In this way, new classes can be incorporated into the
system without loss of generality concerning existing models. Furthermore, there
are no equal labels for samples belonging to different classes in the system before
clustering. Our system, in this part, uses the weights of the last layer as input for a
clustering algorithm, which assigns clients to one of the G clusters. The second part
of the thesis, ATHENA-FL, uses one detector per class. Thus, instead of minimizing
a single objective function as FedAVG, our system minimizes the classification error
for each detector rk by adjusting the parameter wk:

min
wk∈V a

(
rk(wk)

def
=

N∑
n=1

pknFkn(wk)

)
, (3.2)

where rk(wk) is the detector of the k-th class, pkn is the selection probability of the
n-th client during the k-th detector’s training. Finally, Fkn(wk) is the local objective
for the n-th client to the k-th detector.

The following chapters present our two proposals in detail, explaining the system
execution and how we avoid data heterogeneity.
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Chapter 4

Clustering Clients to Reduce
Training Data Heterogeneity

This chapter presents the details of the first part of our proposal, which consists of
a method to create accurate models with hierarchical clustering of clients. Firstly,
we approach the client’s clustering for the creation of cluster models, and later
we discuss the composition of more generic models using cluster models. Finally,
we discuss possible attacks on the system and countermeasures introduced by our
proposal. The system is applied in a horizontal federated learning environment,
where clients sample data with the same set of features.

The model generated is specialized for a cluster of clients with IID data, im-
proving the system’s overall performance. Thus, instead of one global model, the
proposed system has z personalized models, called cluster models, for each of the g

existing clusters sharing IID data.
We assume that message exchanges between the clients and the server are en-

crypted, and only the server knows the clients. This prevents malicious clients from
getting information about other clients and using it to degrade the model, assuming
the server has not been compromised. Furthermore, it is assumed that the server is
honest, running the FedAVG algorithm for aggregating the gradients correctly and
combining the models on demand. Clients are assumed to have stationary data so
that the distance between the individual loss gradient vectors of the selected clients
and the average vector of the cluster for a specific epoch remains the same.

4.1 Clients’ Clustering Procedure

The proposed system for training federated models is composed of an initialization
followed by two phases. The division of clients aims to minimize the data hetero-
geneity during the global model training. Hence, during the system initialization,
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the server performs a global epoch of federated learning, selecting all the clients in
the network. Clients locally calculate the neural network weights with their data
and return the result to the server. After receiving the response from the clients,
the server executes the first phase after initialization to allocate clients into clusters.
The server uses a clustering algorithm to determine the number of clusters and the
clients of each cluster. As a result, clients with similar neural network weights are
allocated into the same cluster. Note that cluster creation occurs without the need
to access the client’s samples, which is a requirement for keeping privacy. Also,
we use only the last-layer weights, avoiding the transmission of the whole model.
Besides, we need only to communicate the model and retrieve the weights one time,
avoiding the iterative process overhead present in other proposals. After cluster
definition, the second phase starts, consisting of traditional federated learning train-
ing among clients in the same cluster. Therefore, in the proposed system, there
are at least G ≥ 1 specific models, where G is the number of clusters generated
by the server. Unlike traditional federated learning, the proposal calls the feder-
ated learning server a selection and aggregation server, because, besides aggregating
the results, the server is responsible for selecting and keeping track of each client’s
cluster.

We define two system’s stages: initialization and maintenance. The initialization
comprise the steps to create the system’s clusters with the initial clients, while the
maintenance consists of the steps to cluster new clients once the cluster were defined.
Thus, Section 4.2 discusses our premises for the system initialization and how we
execute the clustering. Then, Section 4.3 exhibits the procedure for one or more
clients that arrive after the system initialization.

4.2 System initialization

The steps in Fig. 4.1 are performed to initialize the system. In the first step, the
server shares the test model with all known clients. The clients adjust the test model
parameters with their local data and return only the bias vector from the last layer
to the selection and aggregation server. The server runs the clustering algorithm
and saves the existing clusters. Once clusters are established, new clients will not be
able to generate new clusters, only allocated to existing ones. The initial model of
each cluster may differ from the test model, as the server can adjust the model hy-
perparameters according to the data from each cluster. Nevertheless, cluster model
optimization is out of the scope of this work. Adding new clients leads to different
procedures, depending on whether the model training is finished or not. New clients
can participate in the model training if they ingress before model convergence, or
they only receive the model if they ingress after model convergence. Furthermore,
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Figure 4.1: Initialization of the proposed system. (1) The initial set of clients
receives the test model. (2) Clients adjust the neural network weights and return
the bias vector from the last layer of the model to the server. (3) The selection and
aggregation server runs the clustering algorithm to get the clusters from the system.
(4) The server associates new clients with clusters.

the proposal predicts a fixed number of clusters after initialization, assuming that
clients have stationary data. If all clients in a cluster fail, the aggregation server
stores information about the cluster, consisting of the training state and current
model. This is important as the failed clients can be recovered, and new clients can
be eventually allocated to the cluster. After initialization, the clustering algorithm
is no longer used to identify new clusters. It is used to identify malicious actions
and assign new clients to existing clusters instead. The system is agnostic to the
clustering model used, allowing the administrator to select the clustering algorithm
that best suits the requirements. The proposal assumes that the administrator has
relevant information to adjust the clustering model hyperparameters before com-
puting the clusters, e.g., existing classes and a small dataset. Another hypothesis is
that the clients’ learning tasks are the same, e.g., image classification.

4.3 System Maintenance

The entry of new clients into the environment is shown in Figure 4.2. The new
client that wants to participate in federated training demands the selection and
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Figure 4.2: Proposed execution diagram. The first step is to allocate a new client
to an existing cluster. After the client is allocated to a cluster, traditional federated
learning is performed in the cluster.

aggregation server of a new cluster identifier. The server sends the client a test
model, which is identical for all new clients and is also used to generate the system’s
clusters. After this step, the client calculates the update of the test model and
sends the result to the server. With the responses from the clients, the server runs a
clustering algorithm and associates the client with an existing cluster. Finally, the
FedAVG algorithm is performed independently in each cluster.

Fig. 4.2 details the steps developed by the proposal for the creation of system
models. Initially, the client requests the server to be included in a cluster and
execute similar steps as the discussed in the system initialization phase. The server
sends the test model to the client to obtain statistical information. This step is
paramount in the proposal, as it clusters clients without revealing data privacy.
The client updates the test model with its private data and sends part of the result
to the selection and aggregation server. After receiving the response from the client,
the server runs the clustering algorithm adjusted at system startup to determine
which cluster the new client belongs to. The cluster information is sent to the client
and their identity is added to the cluster list. Finally, the server sends the current
zt cluster’s model to the client, allowing it to participate in the federated training.
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From this stage, federated training takes place in the traditional way in the gj cluster
in which the client was allocated. At each Eq cluster’s epoch, the server randomly
selects a fraction of clients to adjust the parameters of the cluster model. If the
client is selected, it calculates the new w′ weights and sends them to the server for
aggregation. Finally, the server sends the updated model zt+1 to the clients of the
cluster gj, and a new epoch, Eq+1, for the cluster, begins. The process is repeated
until a stopping condition is reached, such as a model performance convergence
criterion, e.g., accuracy within a low variation threshold in consecutive epochs, or a
maximum number of global epochs executed Eqmax .

Our proposal can be used in scenarios when clients have distinct data distribu-
tions, like an image-processing scenario where clients collect different classes and
try to learn how to classify them. We test our proposal in a scenario where clients
have label distribution skew, to simulate the non-IID scenario within image datasets.
These results are shown in Section 6.1 and 6.2.
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Chapter 5

Combining Models from Different
Clusters

This section presents the ATHENA-FL system, an improvement of the previous clus-
tering proposal. ATHENA-FL introduces the intra-clustering information sharing,
through the OvA model. Thus, we present the OvA model and the implemented
changes in the training phase.

ATHENA-FL is a federated learning system for training models, ensuring data
privacy. Our system relies on a set of clients clustered according to data similar-
ity. Client clustering allows the training of machine learning models more efficiently
than the initial federated learning proposal [2] under non-IID data distributions,
increasing the final accuracy and reducing the total epochs for model convergence.
Nevertheless, clustering creates specific models, which usually can only classify sam-
ples generated from the same cluster. Thus, we propose the adoption of the OvA
model to share models trained on different clusters and to create generic models.
The OvA learning model consists of training binary detectors for each data label.
Each detector gives the probability that a sample belongs to its class. Since they
execute a binary classification, their training process is easier and converges faster
than a deep neural network for multi-class classification. We combine the detectors
and take the one that provides the greatest probability to assign a sample predicted
label. Figure 5.1 displays the steps proposed for executing the system.

5.1 Data Similarity-based Clients Clustering

Initially, the system arranges clients into clusters according to the data similar-
ity. This step produces clusters in which the training data are independent and
identically distributed. IID datasets facilitate model convergence and increase final
classification performance [39]. Nevertheless, to maintain the privacy assumptions
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Figure 5.1: The ATHENA-FL execution scheme consists of 6 steps. Steps 1 to 4 are
discussed in the previous chapter to mitigate the system’s statistical heterogeneity
by clustering clients according to the similarity of the data. Step 5 shares detectors
among other clusters. Finally, in Step 6, a client can combine models from different
clusters to create a generic OvA model.

of Federated Learning, ATHENA-FL indirectly obtains from clients’ data distribu-
tion for client clustering. Thus, we use a test model, in which clients execute a
few training epochs with their local data. The aggregation server uses these model
weights as input for the Density-Based Spatial Clustering of Applications with Noise
(DBSCAN) clustering algorithm to identify the different data distributions and as-
sign clients to their clusters. Figure 5.1 shows the steps executed by ATHENA-FL.
Firstly, Steps 1 to 4 group clients according to data similarity as presented in Chap-
ter 4.

Unlike detectors, the model used for testing is a deep model for multiclass clas-
sification, as it is necessary to compare data distributions across all clients at this
step. The clustering process ends with Step 4, which trains the detectors. New
clients, absent in the group creation stage, must request the server to be allocated
into a cluster by executing the previous steps.
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5.2 Detector Training

Detector models are trained independently, both concerning models from different
clusters and detectors trained within each cluster. Thus, this step can be parallelized
to reduce the models’ training time. Each group has a total of k detectors, which
can vary according to the group, and the system has R detectors in total.

Thus, in Step 4 of Figure 5.1 the system trains detectors for each class. Training
starts with the selection and aggregation server determining which detector will be
trained federated into a group. After defining the class of interest, the server sends
this information so that the clients can pre-process the labels. The pre-processing
consists of transforming the original labels of all client samples into binary labels.
Thus, the detector’s training needs an auxiliary function to binarize the labels ac-
cording to the current detector. The binarization function is defined as:

B(k) =
∑
n∈G

1k(sn), (5.1)

if the i-th label belongs to the k-th class, the function returns 1 and zero otherwise.
The convergence time for each detector is reduced due to the clients’ clustering

that has approximately IID datasets. However, the models generated in the cluster
are specific and detect only the existing classes that belong to the cluster. Thus,
after its convergence, each detector is made available in the detector’s database of
the system in Step 5 of Figure 5.1. This allows clients from other groups to build
one-versus-all models with detectors generated in the whole system.

We highlight two advantages of using this approach. First, detectors are smaller,
hence the time between training epochs is reduced compared to deeper neural net-
works. Secondly, the OvA model can identify the classes present on other clusters
easily, since we merely combine the detectors from the system’s detectors database.

5.3 One-versus-All Model

Step 6 allows the creation of a generic model, which uses detectors trained in other
clusters. After sharing models in the ATHENA-FL’s detectors database, clients
select the detectors of interest to create the one-versus-all model, Cova. Equation 5.2
shows the classification process of a sample x. Cova returns ŷ, the estimate class for
sample x.

Cova(x) = argmax
i∈[1,R]

rk(x). (5.2)

The model comprises several detectors rk, which classify the sample x and return
the probability that the sample belongs to the class k. The classifier Cova assigns to
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the sample the label that has the highest probability among all detectors. ATHENA-
FL allows a parallel classification process, given that, as detectors are independent
of each other, each model can simultaneously generate the sample’s probability of
belonging to the detector’s class.
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Chapter 6

Development of the Prototype and
Experimental Results

We develop a system prototype in Python v3.9.1 with Flower v0.18.0 [40] for the de-
velopment of the federated learning environment, the scikit-learn library v1.0.1 [41]
to create the cluster models, and the Keras v2.6.0 library to create the deep learning
models. The experiments were executed on an Intel Xeon CPU E5-2650 2.00 GHz
server with 32 processing cores and 504 GB of RAM. We show experimental results
of the models’ evaluation, with the average accuracy obtained among all the clients
and a 95% confidence interval. We compare our proposal with FedAVG because
other approaches use different models or datasets. Thus, FedAVG establishes a
baseline comparison with the state-of-the-art algorithms.

For our first proposal, the evaluated scenario uses the configuration values dis-
played in Table 6.1. Not all clients are selected for training in a global epoch, thus
the percentage of selected clients indicates how many of them execute a global epoch
model update simultaneously. There is an exception during the system initialization
when we select all clients to create the system’s clusters. In addition, test accuracy
and loss results are constructed from the selection of all clients at each global epoch.
After allocating the clients into groups, the hyperparameters are adjusted according
to the group data, e.g., reducing the number of neurons in the final layer due to the
absence of all classes in the group. Therefore, the server is responsible for perform-
ing the hyperparameter tuning process on each group for the best performance of
the models.

ATHENA-FL scenario has 50 clients that train the model during 5 local epochs
for 200 global epochs, with a selection probability of 20%. The selection probability
is the percentage of clients selected within each cluster for training global epoch.
We use a batch size of 32 samples, and the accuracy results are obtained from the
selection of all clients at the end of each global epoch.

We train and evaluate the performance of models on three image datasets:
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Table 6.1: Parameters applied to the federated learning environment.
Parameter Settings

Number of clients 10
Percentage of selected clients 50%

Number of global epochs 100
Number of local epochs 5

Size of local batches 32

CIFAR-10 [42], MNIST [43], and Fashion-MNIST (FMNIST) [44]. The CIFAR-10
dataset has 60,000 samples and a total of 10 classes representing objects or ani-
mals. The images are colored with 3 matrix, which represents RGB channels and
have 32x32 pixels each. The second dataset, MNIST, has 70,000 samples divided
into 10 classes, which represent handwritten decimal digits. FMNIST also has 10
classes and 70,000 samples representing different fashion clothes, divided into 60,000
for training and 10,000 for testing. MNIST and FMNIST images are provided in
grayscale, originally 28x28 pixels. We process the datasets to extend to 32x32 pixels
to use the same neural network architecture in all data. The datasets are equally
balanced among existing classes.

The neural network architecture used in the OvA model was adapted from a
dog and cat image identification problem, establishing a simple model for binary
classification [45]. Then, this neural network architecture was adapted to be the
basis of the detectors used in the one-versus-all model due to its small size and its
high capacity to correctly identify samples.

The deep architectures used in classification tasks with multiple classes are Mo-
bileNet and MobileNetV2. MobileNetV2 was chosen because it is the architecture
used in the classification example of the CIFAR-10 dataset in the Flower framework,
while MobileNet was selected due to the shorter inference time and is shallower than
MobileNetV2.

We conduct five experiments: (i) identify the best clustering algorithm and its
parameters; (ii) test the performance of our clustering proposal and compare it with
FedAVG; (iii) verify the detectors’ accuracy and compare it with a complex model
trained with FedAVG; (iv) define the number of epochs necessary for both models
to converge, and finally, (v) estimate the total amount of bytes transmitted during
the training process for the two alternatives. Evaluations (i) and (ii), discussed in
Section 6.1 and 6.2 respectively, are related to the first part of our work while the
remaining are related to ATHENA-FL. Experiments (iii) and (iv) are discussed in
Section 6.3, while the last one is presented in Section 6.4.
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6.1 Evaluation of Cluster Models

The first step of the system clusters the clients from the update vector sent to
the server. Thus, Experiment I evaluates ways of clustering clients based on the
information provided. In this experiment, the hyperparameters of three clustering
algorithms are analyzed: K-Means [13], OPTICS [12] and DBSCAN [11].

K-Means is a widely adopted algorithm for clustering tasks. Its main hyperpa-
rameter is the number of c clusters existing in a given dataset. Nevertheless, defining
this hyperparameter in an unknown dataset is an arduous task, as it is required to
estimate the number of existing clusters in advance. To circumvent that, one may
want to use an iterative approach and estimate the most suitable number of clus-
ters, which is a computationally expensive task. In this way, OPTICS appears as a
more practical alternative, as it requires the minimum number of samples to form
a cluster as a hyperparameter. Nevertheless, setting a minimum number of samples
is not enough for large clusters, as the same problem of data heterogeneity would
recursively appear. Hence, an alternative to the previous algorithms is DBSCAN.
Besides the possibility to configure a minimum number of samples to create a cluster,
DBSCAN uses the maximum distance between two samples as a hyperparameter.
Therefore, it is possible to find a practical approach to separate clients into clusters
using test model replies. Each cluster contains clients with IID data.

The three clustering models correctly generated the same clusters in the non-IID
scenarios. Nevertheless, in the IID scenario, DBSCAN optimally clustered the clients
by identifying only one cluster, overcoming OPTICS. Hence, the clustering results
show that the most consistent algorithm is DBSCAN, configured with a minimum
distance of 0.0279 between client vectors, which we further explain how we reach
this value. The next experiments evaluate the models generated after clustering the
clients.

The three algorithms were evaluated with respect to the clustering of clients for
different initialization hyperparameters. Table 6.2 displays the number of gener-
ated groups and hyperparameter values for the DBSCAN and OPTICS algorithms.
Values for K-Means are omitted from the table, as the algorithm’s hyperparameter
directly indicates the number of groups. The K-Means algorithm establishes an op-

Table 6.2: Analysis of the number of groups generated by the clustering algorithms
in different data distributions. The DBSCAN algorithm is set to a minimum distance
of 0.0279, while the minimum number of samples of the OPTICS algorithm is set
to 2.

Scenario IID Non-IID 2 Classes Non-IID 5 Classes
Algorithm DBSCAN OPTICS DBSCAN OPTICS DBSCAN OPTICS

Clusters (#) 1 5 5 5 2 2
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Table 6.3: Evaluation of the range of distances to identify 5 homogeneous groups
with DBSCAN algorithm as a function of the number of local epochs executed by
the clients.

Local Epochs Minimum Distance Maximum Distance
2 classes 5 classes 2 classes 5 classes

5 0.0023 0.0508 0.0488 0.4496
10 0.0023 0.0083 0.0475 0.0904
20 0.0024 0.0067 0.0568 0.0939
50 0.0048 0.0063 0.0722 0.1184

timal threshold for the performance evaluation experiments of the proposal because
as the non-IID scenarios are created in a controlled way, the optimal number of clus-
ters is known in advance. For the IID case, K-Means is configured to create clusters
with at least two clients in order to guarantee the consistency of federated learn-
ing. The purpose of this configuration is to verify the impact on accuracy when the
number of clusters is overestimated, dividing clients unnecessarily. So three is the
number of clusters that maintain a minimum of two clients per cluster for K-Means.

A relevant evaluation is to determine the distance that allows DBSCAN to iden-
tify the clusters whose data are IID in the experimental scenarios. Thus, it is
necessary to vary the distance hyperparameter and check how many clusters the
model returns. The distance between the neural network weights of the clients
strongly depends on the number of local epochs of the clients. Increasing the num-
ber of local epochs implies specializing the neural networks on the training data
and, thus, producing vectors that are more distant from each other. On the other
hand, clients that have datasets with similar distributions, when specializing their
weights, produce vectors that remain close. Table 6.3 displays the values found for
the minimum and maximum distances that can be assigned to DBSCAN so that
the model determines the correct number of existing groups. The result indicates
that using 10 local epochs, with a distance between [0.0083, 0.0475], allows us to
correctly identify the existing groups. Thus, the implementation adopts the value
for the distance hyperparameter of the DBSCAN algorithm as 0.0279, which is the
average value of the range.

6.2 Performance Evaluation of Specific Models

The second experiment evaluates the behavior of the proposal when all clients’
datasets are IID. The goal is to evaluate the performance of the proposal when
using different clustering algorithms and verify the impact on accuracy when there
are more clusters than needed. The hyperparameter c of K-Means was initially set
to 5. This hyperparameter is decremented until clusters with the minimum number
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of participants are established. So, through this approach, Experiment II uses c = 3.
OPTICS was configured with a minimum number of clients equal to 2, and it also
generated clusters unnecessarily. On the other hand, DBSCAN, when analyzing the
vectors of clients, correctly identified only one cluster, once the dataset is IID.

The result of Fig. 6.1 indicates the average behavior of accuracy in all 10 clients
using the traditional approach and the current proposal. The proposal, even using
K-Means and OPTICS for clustering, has a final accuracy value close to the tradi-
tional case, despite dividing clients into clusters unnecessarily in this experiment.
Thus, it can be concluded that there is no significant loss of performance even when
clients have IID datasets and are divided into clusters. Furthermore, the experiment
demonstrates the ability of the DBSCAN algorithm to identify that creating clusters
is unnecessary in this case. Table 6.4 demonstrates that the behavior in each cluster
is similar to the average behavior shown in Fig. 6.1.

In the third experiment, the data distributions on the clients are non-IID, with
only two classes present in their datasets. The goal of this experiment is to compare
the performance of the model generated through traditional federated learning with
the one created by the current proposal, in which the data distribution is non-IID.
Thus, the 6,000 samples of a class are split among five clients to create balanced
datasets. Fig. 6.2 displays the experimental mean result among all clusters, illus-
trated in the figure as the blue line, and the traditional result, represented by the
red line. Traditional federated learning is affected by the level of data heterogeneity,
while the current proposal allows for high classification performance.

The experiment also analyzes the individual behavior of the clusters’ models. The
results show that the first cluster has an accuracy of (56 ± 3)%, while the second
has an accuracy of (63 ± 3)%. Although there is a cluster with higher performance,
even the low performance of the first cluster is higher than that obtained when using
the traditional proposal. Thus, it can be concluded that the proposal successfully
mitigated the effects of heterogeneity in the scenario with five classes per client.

The fourth experiment again evaluates the performance of the proposal for non-
IID datasets. The difference from the third experiment is the reduction in the
number of classes each client has to two classes. The results shown in Fig. 6.3

Table 6.4: Evaluation of the group models in the scenario where clients have samples
of only 2 classes.

Group Identifier Number of Clients in the Group Test Accuracy (%)
1 2 81.05 ± 0.03
2 2 71.0 ± 0.4
3 2 75.3 ± 0.4
4 2 81.5 ± 0.1
5 2 80.4 ± 0.3
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Figure 6.1: Accuracy evolution as a function of global epoch for customers with
IID datasets. The red line represents the traditional approach of federated learning,
while the blue and the green lines represent the proposal of this work with clustering
through DBSCAN and OPTICS, respectively.

show similar behavior to the third experiment for both cases, but with a better
final performance. This fact can be explained by the difficulty of the problem,
simplified to a binary classification. Table 6.4 shows that although some groups
have a slightly lower final performance, the result is higher than using traditional
federated learning. Finally, it is possible to conclude that for groups 1 and 4 the
performance improvement over the traditional proposal is close to 16%, indicating
the relevance of the current proposal.

The fifth experiment evaluates the clustering approach in a non-IID scenario
where the clients’ datasets are not limited to samples of a subset of classes, thus
creating a more realistic scenario. We build the datasets of this experiment through
the Label-based Dirichlet Partition (LDA), which generates the data based on the
number of clients and non-IID degree. Figure 6.4 shows the results of Experiment V.
Our approach increases by more than 14% the accuracy compared with traditional
federated learning.

6.3 ATHENA-FL Accuracy Evaluation

We evaluate ATHENA-FL on IID and non-IID data distributions. The non-IID data
distributions are considered in two scenarios, in the first one each client has samples
of only two classes of the dataset, and the second considers clients with samples of
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Figure 6.2: Evolution of the test accuracy as a function of global epoch for clients
with datasets that contain only two classes. The red line represents the traditional
approach, while the blue line represents the proposal of this work.

Figure 6.3: Test accuracy evolution as a function of overall epoch for clients with
datasets containing only five classes. The red line represents the traditional ap-
proach, while the blue line represents the proposal in this work.

five different classes.
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Figure 6.4: Evolution of the test accuracy as a function of global epoch for clients
with datasets that contain only two classes. The clients’ datasets are generated with
the LDA using α− 0.5. The red line represents the traditional approach, while the
blue line represents our current proposal.
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Figure 6.5: Final models’ accuracy on the CIFAR-10 dataset with IID distribution.

6.3.1 IID Data Scenario

The detectors quickly converge to a high accuracy value, as shown in Figure 6.8,
and the final performance of the one-versus-all model for the CIFAR-10 dataset is
(95.5±0.3)%, as shown in Figure 6.5. Meanwhile, the architecture MobileNetV2 has
a final accuracy of (73±1)% and the MobileNet has (66±2). In the MNIST dataset,
the performance is better, with (99.3± 0.1)% and (99.8± 0.1)% for MobileNet and
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Figure 6.6: Final models’ accuracy on the MNIST dataset with IID distribution.
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Figure 6.7: Final models’ accuracy on the FMNIST dataset with IID distribution.

ATHENA-FL, as shown in Figure 6.6. However, MobileNetV2 is too complex for
those data and has an overfitting problem, leading to only (7.69 ± 0.01) accuracy.
Finally, the FMNIST shows that MobileNetV2 has the best performance in the IID
setting, with (91 ± 1) against only (8 ± 1) for the MobileNet and (67.0 ± 0.5) for
ATHENA-FL, as exhibited in Figure 6.7.

Thus, the experiment shows that under IID settings, ATHENA-FL has compet-
itive results, but in some scenarios, the detectors might need to be well-adjusted
to have a better performance. The variation in performance between the datasets
is due to the difficulty of the problem presented by each one. MNIST has simpler
grayscale images, which are simpler for classification. Therefore, the detectors have
higher accuracy and less variance in this dataset than in CIFAR-10, which has color
images with more elements. Finally, the shapes of clothes in the FMNIST dataset
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Figure 6.8: Evolution of detector’s test accuracy over training epochs using the
CIFAR-10 dataset.
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Figure 6.9: Accuracy of detectors over training epochs using the MNIST dataset.

are difficult to distinguish. Thus, we need more complex models to differentiate
them. This behavior is also observed in the other evaluated scenarios.

6.3.2 Scenarios with Non-IID Data

Scenarios with non-IID data consider distributions of data where clients own only a
subset of the classes of the dataset. In the first non-IID case, clients have samples
from five distinct classes. Figure 6.10, 6.11, and 6.12 show the final performance
of the one-versus-all model, MobileNet and MobileNetV2. ATHENA-FL provides
the best accuracy results for all datasets in this setting, having with the CIFAR-10
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Figure 6.10: Final models’ accuracy on the CIFAR-10 dataset with Non-IID distri-
bution of 2 classes per client.
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Figure 6.11: Final models’ accuracy on the MNIST dataset with Non-IID distribu-
tion of 5 classes per client.

dataset 10% higher accuracy compared to the MobileNet, which is the second-best
model, and 10.9% higher accuracy in the MNIST dataset. Thus, the experiment
demonstrates that ATHENA-FL has the potential to increase the classification ac-
curacy up to 10.9% under the Non-IID setting compared to the MobileNet model
trained purely with FedAVG.

The last scenario considers a Non-IID data distribution with two classes per
client. For the CIFAR-10 dataset, the observed accuracy is (30±3)% combining the
detectors, while the MobileNet and MobileNetV2 architectures have a final accuracy
of (20±10)% in this configuration, shown in Figure 6.13. The accuracy of ATHENA-
FL was (47±1)% for the MNIST dataset, while the deep models achieved an accuracy
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Figure 6.12: Final models’ accuracy on the FMNIST dataset with Non-IID distri-
bution of 5 classes per client.

of (40±10)% and (10±5)% for MobileNet and MobileNetV2 respectively, exhibited
in Figure 6.14. Lastly, MobileNet has (22± 2)%, MobileNetV2 has (60± 20)%, and
ATHENA-FL has (50.0± 0.7)% accuracy in the FMNIST dataset, in Figure 6.15.

The results show that when the detectors are trained on datasets with more
classes, the final classification performance is better since they can learn more pat-
terns of the whole data distribution. This behavior can be explained by the higher
variance of data from classes that are not of the detector’s class. The greater vari-
ance of data in other classes allows the detector to identify more relevant features
in the data of interest, instead of just differentiating specific image features that are
not representative of the problem. For instance, the detectors trained in the MNIST
dataset with only classes 2 and 3 have trouble differentiating 5 and 8 which have
similar shapes. Nonetheless, we see that in MNIST and CIFAR-10, ATHENA-FL
was able to reach up to 7% and 10% accuracy compared to the best deeper model.

6.4 ATHENA-FL Communication Evaluation

The objective of this experiment is to evaluate the cost of communication between
the clients and the aggregation server while training the one-versus-all models and
a deep neural network to classify multiple classes. The communication evaluation
considers the total number of bytes transmitted on average to perform model train-
ing. Let Tdec be the size in bytes of the detector, edec be the probability density
function that indicates the number of epochs necessary for the detector to converge,
E[edec] the expected values of edec, and R the number of existing detectors in the
problem of classification, the average amount of bytes transmitted per client Bova
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Figure 6.13: Final models’ accuracy on the CIFAR-10 dataset with Non-IID distri-
bution of 2 classes per client.
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Figure 6.14: Final models’ accuracy on the MNIST dataset with Non-IID distribu-
tion of 2 classes per client.

can be expressed by the following relation, for the one-versus-all learning model:

Bova = Tdec ×R× E[edec]. (6.1)

On the other hand, the communication cost of neural network architectures for
multi-class classification Bmcc is given by:

Bmcc = Tmcc × E[emcc], (6.2)

where Tmcc is the size and emcc is the probability density function that indicates
the number of epochs required for the convergence of the multiclass classification
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Figure 6.15: Final models’ accuracy on the FMNIST dataset with Non-IID distri-
bution of 2 classes per client.

model, while E[emcc] is the expected value of emcc. The values of Tdec and Tmcc are
deterministic and depend on the neural network architecture used. Figure 6.16 shows
the comparison between the size in bytes of the different neural network architectures
evaluated in this work. Using the Keras library to create the models, each detector
has Tdec = 551k bytes. Nonetheless, the MobileNetV2 architecture has 9.2MB,
while MobileNet and Xception have 13MB and 81MB, respectively. The number
of detectors is also a deterministic value that depends only on the dataset used
for evaluation, which in the tested cases has the value R = 10. Furthermore, the
expected values of edec and emcc, E[edec] and E[emcc], are obtained experimentally,
through training performance along the epochs. When the model does not show
a significant improvement concerning previous epochs, the training is considered
finished. Analyzing the costs presented, so that the communication cost of the
one-versus-all model is lower or equivalent to the multiclass neural network model,
it is necessary that the total amount of bytes transmitted for training the models
are related as follows: Bova ≤ Bmcc. To verify the validity of the relationship and
thus the communication efficiency of the OvA model, it is necessary to estimate the
values of E[edec] and E[emcc].

The criterion to determine the epoch at which the model converged consists
of comparing the accuracy in the current epoch with the accuracy in the previous
epoch. If the epoch is in the limit of tol = 0.001% the previous epoch, we consider
that the model has converged. The adopted value of tol allows considering cases
in which the model is stable only over a short interval. Increasing the value of tol
implies reducing the number of epochs required for convergence, but it decreases the
final classification performance. The opposite occurs when we reduce the parameter.
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Figure 6.16: Comparison between the size in bytes of different neural network ar-
chitectures. The model’s size directly depends on the number of parameters used
by the architecture.

The accuracy results from analysis over the training epochs presented in Sec-
tion 6.3.1 according to the adopted convergence criterion, allows the estimation
of the value E[edec] and E[emcc] for the datasets in each experimental setup. We
show the results of ATHENA-FL compared with MobileNet in Table 6.5. The Mo-
bileNetV2 model needs hundreds of epochs to converge. For conciseness, we only
show the results of MobileNet due to its faster convergence in tens of epochs in most
scenarios.

After estimating the number of epochs necessary for the models to converge, it
is possible to compare them in its scenario using properly the Equations 6.1 and 6.2.
The results show how many bytes each neural network model needs to transmit dur-
ing the training, and finally, we compare the economy of both approaches computing
1−Bova/Bmcc.

In the IID setting, the detectors converge in a few epochs, reducing over 75% of
bytes transmitted. A second highlight is the data used to train and test the models.
ATHENA-FL converges faster than MobileNet in MNIST and FMNIST, which have
grayscale images and, therefore, use a single channel to represent the pixels.

We observe that in all scenarios, ATHENA-FL reduces the total amount of bytes
transmitted during the training execution. In the worst-case scenario, our approach
saves at least 25% of the bytes transmitted. For the best case scenario, we can reduce
by approximately 97% the communication requirements for training the model.
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Table 6.5: Communication requirements, Total Data Transmitted (TDT), to train
the models until convergence in different datasets and sample distribution settings.

IID Non-IID 5 Non-IID 2
Dataset Model E[e]

(#)
TDT
(MB)

E[e]
(#)

TDT
(MB)

E[e]
(#)

TDT
(MB)

CIFAR-10
ATHENA-FL 7 37.635 12 64.517 14 75.270
FedAVG 30 378.106 23 289.881 8 100.828
Economy (%) - 90.05 - 77.74 - 25.35

MNIST
ATHENA-FL 4 21.506 24 129.034 4 21.506
FedAVG 7 88.225 58 731.005 65 819.230
Economy (%) - 75.62 - 82.35 - 97.37

FMNIST
ATHENA-FL 5 26.88 81 435.49 21 112.91
FedAVG 44 554.56 151 1903.10 80 1008.30
Economy (%) - 95.15 - 77.12 - 88.8
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Chapter 7

Conclusion and Future Work

We have proposed a system to increase the performance of federated learning when
clients have non-IID data distributions. Our contribution is divided into two parts.
Firstly, we propose a clustering strategy that increases client’s accuracy by clustering
them to train the FL model over IID datasets. Secondly, we extended the first
scenario for intra-cluster information sharing. Therefore, in the first part, clients
have only specific models while the second part allows them to have more generic
models and classify data outside their cluster.

Both proposals maintains the privacy of the client’s data given that it uses the
weight values of the final layer of the client’s neural networks for clustering. As
the final layers of the neural network positively relate to the existing classes in the
dataset, it is possible to send only a part of the neural network to perform the
clustering of the clients. The data size is significantly lower than if we use the whole
weight matrix, and this is an important feature because it could save energy, network
resources and reduce the latency for data transfer.

The DBSCAN clustering algorithm, which requires only the minimum distance
between samples as a hyperparameter, provides high ability to detect the exist-
ing clusters even when clients have IID datasets. Besides, the proposed system
outperformed FedAVG when the clients’ datasets are non-IID in all the evaluated
scenarios. The generated models exhibited high classification performance and few
epochs to converge, approximately ten global epochs. The traditional model, how-
ever, achieved low classification performance even after 100 global epochs for non-IID
data. The accuracy showed an improvement of approximately 16% in the best case.

Furthermore, the system applies the one-versus-all model to create a generic
classifier, which shares knowledge among clusters. The results show that communi-
cation during the training epochs is efficient, reducing between 25.35% and 97.37%
total transmitted bytes compared to the FedAVG approach with the MobileNet
neural network. The accuracy of the OvA model depends on the data distribution
scenario used during the training step, being up to 10.9% higher in the best case
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and presenting a better performance than the model trained with FedAVG in most
of the evaluated scenarios.

In future works, we will implement the proposal’s security guarantees, providing
a protocol tolerant to malicious participants’ updates. Also, the proposal will be
extended to non-stationary scenarios in future work to deal with the data concept
drift, where the aggregation server can change clusters on demand.
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